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Early Warning System GITEWS. 

2 Objectives
The DEWS project is dedicated to the design and im-
plementation of a new generation of open standard 
based early warning systems realizing both reliable 
hazard detection and effective warning disseminati-
on. The project follows a multi-hazard approach, so 
that the application can be used for other types of 
hazards in different geographic areas. 

The DEWS project focuses on the efficient and ef-
fective dissemination of warning messages for both 
national and international/regional warning centres. 
Key challenge is the aggregation and tailoring of ap-
propriate information for selected people and/or or-
ganisations. Information logistics play an important 
role for the design and optimisation of these informa-
tion flows. 

On a technical level the time interval between an initi-
al strong earthquake and the detection of the tsu-na-
mi has to be drastically reduced. Warning messages 
should be generated more rapidly and should only be 
disseminated to responsible authorities and people 
at risk. Initial warnings should be followed by timely 
and in-depth information that is understandable and 
reliable for people. 

Introduction to the Distant Early Warning System (DEWS)

Joachim Wächter, Matthias Lendholt, Martin Hammitzsch 

Centre for Geoinformation Technology (GeGit), GFZ German Research Centre for Geosciences, Potsdam, Ger-
many, wae@gfz-potsdam.de, lendholt@gfz-potsdam.de, hammi@gfz-potsdam.de

1 Introduction to DEWS
One of the great scientific, technical and social chal-
lenges resulting from the Indian Ocean Tsunami 
event of 2004 is the development of a cross border 
regional tsunami warning system in order to enable 
the nations around the Indian Ocean to improve the 
disaster resilience of their societies. 

The DEWS project, partly funded under the 6th 
Framework Program of the European Union, has 
the objective to create a new generation of intero-
perable tsunami early warning systems based on an 
open sensor platform. This platform integrates sen-
sor systems for the rapid detection of earthquakes, 
for the monitoring of sea level, ocean floor events, 
and ground displacements. Presently seismic net-
works, tide gauges, buoys, and GPS land stations 
are available. 

In the DEWS project a well balanced consortium of 
public and private organisations from several EU 
member states as well as partners from Indonesia, 
Thailand, and Sri Lanka are working closely together 
in order to design and implement an open, standard 
based early warning system (Fig. 1). 

The sensor integration platform of DEWS is based 
on the results of the German Indonesian Tsunami 

Fig. 1: DEWS Consortium Partners
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are sent via CAP and EDXL-DE with user addressing 
information to the Information Dissemination Compo-
nent which finally sends the addressed warning mes-
sages to registered dissemination channel providers 
in a proprietary or other standard based format. The 
dissemination channel providers then disseminate 
the messages to the end user or rather the message 
consumer which might be another system.

3.1	 Standards
For the communication and the information exchange 
between components DEWS applies the Sensor 

The CCUI component offers the Command and Con-
trol User Interface used by the operator on duty to 
manage a tsunami threat including the disseminati-
on of warning messages the warning messages are 
sent via SOAP services and the Common Alerting 
Protocol shortly CAP to the ILC the heart of the in-
formation logistics.

The Information Logistics Component is responsible 
for the generation of customized user tailored warning 
messages respecting different user requirements. 
The warning messages compiled for the end user 

3 General Architecture
DEWS has been designed as a modular system 
following the principles of services oriented architec-
ture. The operator is working with the CCUI, the 
Command and Control user interface (Fig. 4). After 
starting the message sending process the Informati-
on Logistic is generating tailored warning messages 
for each user that might be interested in receiving 
this message. The user profiles are stored in a se-
parate database and contain several parameters for 
each user like language, interested areas and other 
settings. The generated messages are sent to the 
Information Dissemination Component that provides 
adapters for several dissemination channels. It con-
verts the messages into channel specific formats and 
disseminates the messages. Other components like 
the sensor platform, the simulation and the map ser-
vers are connected via standardized OGC services 
(Open Geospatial Consortium).

A simplified architectural blueprint provides an over-
view about DEWS. The upstream components and 
other resources are integrated via OGC Services 
and include: 

The Sensor Network with the seismic system, •	
buoys, tide gauges and various other sensors

The Situation Picture Component for the ma-•	
nagement of maps, geo-data and geo-proces-
sing services

The Simulation System providing pre-processed •	
forecasts of tsunami wave propagation 

Another important objective is the modular design of 
DEWS and its component based architecture. DEWS 
is using standardised interfaces for accessing diffe-
rent kinds of resources, i.e. sensors, simulation sys-
tems, or data bases. New sensors and other resour-
ces therefore can be added to the system easily.

On the organizational level warning centre has to or-
ganize upstream and downstream information flows 
(Fig. 2). Upstream information includes observations 
about physical phenomena measured by sensor sys-
tems, e.g. seismic systems, or GPS stations. This 
information is collected by the warning centre and 
used for the detection of potential threats. The down-
stream information consists of warnings and situati-
on reports delivered by the warning centre to the end 
users of the system. 

The DEWS project focuses on tsunami early war-
ning in the Indian Ocean region. The system will be 
demonstrated in a two prototypical implementations 
comprising a National Warning Centre and a Wide 
Area Centre. The National Centres prototype will is 
dedicated to the dissemination of warning mes-sa-
ges via multiple dissemination channels (Fig. 3). The 
Wide Area Centre will demonstrate the systems ca-
pabilities for communication between national war-
ning centres in the Indian Ocean region. 

For the future the system is designed to be applied to 
other geological phenomena e.g. landslides, floods 
and volcanic eruptions. Geographically the Mediter-
ranean is a highly interesting area for future applica-
tion.

Fig. 2: Combining upstream and downstream information flow

Fig. 3: DEWS National Centre

Fig. 4: Simplified architecture with major components
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The message text itself is stored as template in a 
database. DEWS applies the Common Alerting Pro-
tocol (CAP) that contains title, description and ins-
truction. For each user the template is selected by 
the combination of message type, language and vo-
cabulary. Templates can contain placeholders that 
are filled with event specific information. Supported 
placeholders are, e.g. affected area, minimum time 
of arrival, estimated wave high, severity, certainty 
and urgency. 

The generated messages are converted into disse-
mination channel specific format and sent to the us-
er.

3.4 Dissemination Channels
Different dissemination channels are set up and con-
nected to the DEWS system infrastructure with the re-
spective channel gateways or servers (Fig. 7). Based 
on the situation dependent information the CCUI 
compiles messages compliant to the CAP standard, 
the Common Alerting Protocol, and sends them to the 
DEWS service infrastructure for dissemination. The 
DEWS system infrastructure itself con-sists of two 
major components, the Information Logistics Compo-
nent (ILC), and the Information Disse-mination Com-
ponent (IDC). The ILC processes the messages from 
the CCUI and generates persona-lized messages for 
each of the affected message consumer. Finally the 
ILC sends the personalized messages in CAP format 
to the IDC, which relays the message in a channel 
dependent format to the respective recipient via the 
registered channel gateways and server.

4 Conclusion
The general approach of the DEWS project has been 
validated. The Principal Demonstrator (December 
2008) was a successful proof of the concept. In the 

The data model for information logistics (Fig. 6) is 
structured according the following principles. First of 
all each user (like a district hospital, a tourist or a 
governor) is assigned to a certain category. This ca-
tegory defines:

The message types it is interested in. For ex-•	
ample, a tourist should not get minor earthquake 
information or test messages to avoid unneces-
sary reactions of even panic.

The vocabulary of the message. While local •	
rescue service will get more detailed message 
civi-lians only need basic information and clear 
instructions. 

The minimal thresholds of the three criticality pa-•	
rameters urgency, severity and certainty. Thre-
shold must be exceeded before a message is 
sent to the respective user. 

The user itself defines:

The language of the warning message he wants •	
to receive and

The areas of interest. •	

Only if the affected areas intersect with the defined 
location the user will be informed. DEWS is using the 
hierarchical HASC geocode that enables to register 
countrywide (level 0), for states (level 1), dis-tricts (le-
vel 2) or even smaller administrative areas (level 3). 
With this mapping of user profiles to areas the user is 
not informed on messages related to areas far away 
from his position or his area of interest. This reduces 
the number of disseminated warning messages and 
avoids false alarms and panic. 

3.2 Command and Control
The main focus of DEWS is the improvement of in-
formation logistic processes. For the intelligent dis-
semination of tailored warning messages to specific 
end user groups the so-called Command and Cont-
rol User Interface (CCUI) is a key component in the 
development of the project. Within the CCUI, per-
spectives integrate all functionality necessary for the 
operator on duty to realise complex workflows and 
tasks. Each perspective has a map based default 
user interface. Additional interfaces for specific tasks 
are available. 

Four main perspectives of the CCUI support the ope-
rator in his duty to manage a tsunami threat (Fig. 5):

The Monitoring Perspective to track running •	
events

The Forecasting Perspective to analyze simula-•	
tions

The Message Composition Perspective to pre-•	
pare and send warning messages

The Dissemination Perspective to observe all dis-•	
seminations initiated for the specific user groups

The Administration Perspective is an additional inter-
face is used for the administration of dissemination 
configuration data necessary for the configuration 
and adoption of user interfaces for user profiles, in-
formation logistics settings, and dissemination chan-
nel configurations.

3.3 Information Logistics
The sensor system, the simulation and map servers 
are responsible for delivering upstream data. The In-
formation Logistics Component is dedicated to the 
aggregation of user tailored warning messages ac-
cording to user requirements.

Web Enablement and OGC Web Service Standards 
specified by the Open Geospatial Consortium (OGC) 
and the CAP and EDXL-DE standards specified by 
the Organization for the Advancement of Structured 
Information Standards (OASIS):

SWE (OGC: Sensor Web Enablement): Stan-•	
dardised interfaces for the integration of sensors 
and sensor system including interface specifica-
tion and encoding. They include

-	 SAS (Sensor Alert Service)

-	 SOS (Sensor Observation Service)

-	 WNS (Web Notification Service)

OWS (OGC Web Service): Standardised inter-•	
faces to specific services for geospatial data and 
processing services including

-	 WMS (Web Mapping Service)

-	 WPS (Web Processing Service)

-	 WFS (Web Feature Service)

EM (OASIS: Emergency Management) Techni-•	
cal Committee has specified standards for the 
encoding of warning messages and message 
envelopes

-	 CAP (Common Alerting Protocol)

-	 EDXL-DE (Emergency Data Exchange Lan-
guage - Distribution Element)

Furthermore, components with specific tasks are at-
tached as SOAP compliant services.

Fig. 5: User Interface perspectives supporting the operator

Fig. 6: Information Logistics
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following preparation phase of the National Demons-
trator the results stimulated the refinement of the 
DEWS architecture documented in the “Design Ar-
chitecture and Technical Specifications” considerab-
ly. The evaluation of results of the National Demons-
trator will help to update and improve the quality of 
specifications continuously. The cooperation with the 
INCO partner countries has been established and 
will be further intensified for the preparation of the 
final Regional Demonstrator.

gnitude of the earthquake a minor tsunami threat or 
major tsunami threat is triggered. For the demonstra-
tion the location C and a magnitude of 9 Richterscale 
has been selected for the earthquake. In this vein the 
demonstration is showing a major tsunami threat.

Additionally sensor stations have been virtually 
deployed in the Andaman Sea in front of the Thai 
coastline. The sensor stations comprise three buoys 
(named TS01, TS02, TS03) and three tide gauges 
(named SEBL, ENGG, TEDA). Two tide gauges are 
existing sensors deployed to the east of Thailand the 
other sensor stations do not exist physically but are 
placed virtually at appropriate locations for detection 
and validation of occurring tsunami threats.

2 Dissemination Channels
For the demonstration of the National Prototype dif-
ferent dissemination channels are set up and con-

User Interface, Workflows and Message Generation of the DEWS 
National Demonstrator

Martin Hammitzsch, Matthias Lendholt

Centre for Geoinformation Technology (CeGit), GFZ German Research Centre for Geosciences, Potsdam, Ger-
many, hammi@gfz-potsdam.de, lendholt@gfz-potsdam.de

The DEWS National Demonstrator is a live presenta-
tion of the first prototype of the DEWS national cen-
tre. This live demonstration includes the full roundtrip 
from receiving incoming, simulated sensor events, 
triggering the simulation and dissemination of tailored 
warning messages. The whole system is deployed in 
conference premises and comprises all developed 
system components.
For the demonstration of the DEWS National Proto-
type a prepared hazard threat is played to introdu-
ce the DEWS Command and Control User Interface 
with its perspectives as well as the functionality pro-
vided by various services running in the background 
of the system.

1 Constellation of the Demonstration Scenario
Four locations A, B, C and D have been selected as 
earthquake origin and have been prepared with diffe-
rent magnitude. Dependent on the location and ma-

Fig. 1: Scenario locations in Andaman Sea

Fig. 7: Dissemination channels 
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4 Monitoring Perspective
As the name indicates, the Monitoring Perspective 
provides a survey of a specific area and contributes 
an overall situation picture to the operator with geo-
spatial information, displayed in a central map, and 
additional details, contained in multiple views sur-
rounding the map.

The specific area is displayed in a map containing 
bathymetry of the ocean floor and topography of the 
coastal area as well as the respective sensors, here 
buoys and tide gauges, delivering sensor informati-
on to the warning centre. In case of hazards further 
information are depicted in the map. In case of an 
earthquake its location and magnitude is depicted. 
Later on, the map contains the tsunami wave propa-
gation and affected areas.

functionality associated with a comprehensive task 
to support the OOD. Each perspective has a default 
layout with a map and additional views appropriate 
for the respective task.
Four main perspectives of the CCUI support the ope-
rator in her duty to manage a tsunami threat:

The Monitoring Perspective to track running •	
events
The Forecasting Perspective to analyze simula-•	
tions
The Message Composition Perspective to pre-•	
pare and send warning messages, and
The Dissemination Perspective to observe all dis-•	
seminations initiated for the specific user groups

Following the Command and Control User Inter-
face is introduced while running the prepared virtual  
tsunami threat scenario.

message is a short message as the abbreviation 
SMS indicates and contains no media.
TV Overlay and Narrow Casting:•	
Beside a customized text message both, TV 
Overlay and Narrow Casting, contain media, for 
example an image of the predicted distribution of 
the tsunami threat.
Fax notification:•	
The fax message contains a detailed text mes-
sage and media and has less channel restric-
tions than SMS, TV Overlay and Narrow Casting 
according to the length of the text message
Email and RSS notification:•	
Email and RSS channels also do have less 
channel restrictions and the warning messages 
contain text and media in a defined detail.

Future versions of DEWS contain supplementary 
channels, e.g. sirens and instant messaging.

3 Command and Control Workflow
The scenario playing a virtual tsunami threat is ma-
naged by an operator on duty (OOD) with the Com-
mand and Control User Interface (CCUI) of DEWS. 
Within the CCUI, different perspectives show all 

nected to the DEWS system infrastructure with the 
respective channel gateways or servers. The DEWS 
system infrastructure is connected to the DEWS 
Command and Control User Interface, shortly CCUI.

Based on the ongoing situation and its event para-
meters the CCUI compiles messages compliant to 
the CAP standard, the Common Alerting Protocol, 
and sends them to the DEWS service infrastructure 
for dissemination. The DEWS system infrastructure 
itself consists of two major components, the Informa-
tion Logistics Component, shortly ILC, and the Infor-
mation Dissemination Component, shortly IDC. The 
ILC processes the messages from the CCUI and ge-
nerates personalized messages for each of the affec-
ted message consumers. Finally the ILC sends the 
personalized messages in CAP format to the IDC, 
which relays the message in a channel dependent 
format to the respective recipient via the registered 
channel gateways and servers.
The demonstration exemplarily utilizes six channels:

SMS Notification:•	
SMS text messages are sent with the language 
the message consumer has registered for. The 

Fig. 2: Component architecture of DEWS National Demonstrator

Fig. 3: UI perspectives guide operator’s tasks

Fig. 4: Monitoring Perspective with sensor locations 

Fig. 5: Sensor and earthquake locations in Andaman Sea
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diagram for each sensor. The diagrams for the sen-
sors are ordered one below the other. Which sensors 
are displayed, depends on the available sensors wi-
thin the considered geographic area.
Each diagram for the respective sensor includes dif-
ferently coloured graphs for each predicted meas-
urement calculated by the simulation system and a 
graph in black representing the real measurement 
of the sensor. In this vein the operator is enabled to 
compare and approve the forecasts given by the si-
mulation system with the real measurement.
The X-axis denotes the UTC time and the Y-axis the 
Sea Surface Height, abridged as SSH. On top of 
each diagram the name and type of each sensor is 
displayed. The predicted time series for each sensor 
are also listed in the two small boxes to the right of 
a chart. Simulation Visibility is used to select all or 
only single time lines which should be displayed in 
the chart. Simulation Weighting is important for the 
ranking of the probable predictions. The operator 
selects the best fitting simulation whereas the rest is 
disregarded.

The time series are updated with each incoming re-
finement of a simulation calculation. That means the 
operator continuously receives events according to 

view strongly depends on the event type selected. 
For example the information displayed could be all 
sensed earthquake information regarding to a seis-
mic alert selected within the event list.

Moreover the event list provides an action in the con-
text menu to start a computation for the evaluation of 
probable forecasts based on one ore more selected 
events. The measurements contained in the selected 
events serve the input for this computation.

5 Forecasting Perspective
The Forecasting Perspective supports the operator 
in analyzing the different probable forecasts pro-
vided by the simulation system. The perspective is 
divided into

A view with predicted sensor time series compa-•	
red to real measurements
The same event list known from the Monitoring •	
Perspective
A ranking list with probable predictions•	
A view with absolute and relative time measure-•	
ments, and again
The map showing the result of the selected fore-•	
cast

The view with the predicted time series contains one 

events are always automatically displayed on top.
In addition all measured data are displayed in form 
of time series for the different sensors. Graphs allow 
the operator to track the incoming data successively. 
The information is the same as in the view of the in-
coming events but depicted graphically. The Time 
Series in this example depicts the sea surface height 
measured by each buoy of the sensor network.
According to the selected event further details are 
displayed in another view for a close understanding 
of the respective event data. The appearance of this 

To aid further investigation in details of information 
according to the specific area, it is possible to zoom 
and pan the map.
Rightward, a view lists elements contained in the 
map. Typical elements that appear in this list are

Sensors, for example buoys and tide gauges dis-•	
played with their respective identifiers
Seismic alerts, that have occurred and have •	
been depicted in the map, and
Affected areas, generated while message com-•	
position

This view supports the operator while working with 
the map – for example trimming the map to the se-
lected map elements.

Below, a list of incoming events tracks ongoing inci-
dences reported by the system with its sensors, sen-
sor networks, other warning centres and everything 
else that is able to report a status. An event could be 
an earthquake, detected by a seismometer, an an-
omaly detected by a pressure sensor at the ocean 
floor or simply a message from a sensor reporting 
low battery status.

Furthermore this view not only constitutes the inbox 
for received events but also serves as kind of a his-
tory. The events are organized by date; the latest 

Fig. 6: Tree showing DEWS related map content

Fig. 7: Incoming sensor events

Fig. 8:  Details of sensor event with SWE payload Fig. 9:  Forecasting Perspective showing simulation based forecasts

Fig. 10:  Forecasts compared to real data for a buoy sensor
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These values are used to categorize the message 
according to the severity and urgency attributes of 
the standardised Common Alerting Protocol, brief-
ly named CAP. The operator configures additional 
CAP relevant attributes and adds a screenshot of 
the current map. By pressing the finish button warn-
ing messages are sent to each single administrative 
area considering the area-specific predicted pa-ra-
meters like Estimated Time of Arrival and Sea Sur-
face Height.

6 Tsunami Warning Wizard
The Tsunami Warning Dissemination Wizard re-
presents an automatic support system to identify 
affected areas on the basis of the best fitting simu-
lation. The simulation result contains predictions for 
hundreds of coastal points and it is nearly impossible 
for the operator to check every point and to analyze 
the situation for each area. The Tsunami Warning Wi-
zard calculates the Estimated Time of Arrival of the 
wave and the maximum Sea Surface Height for each 
of the administrative areas.

The time measurements provide the following infor-
mation:

The left clock shows the UTC time of the occur-•	
rence of the initial earthquake.
The right clock displays the present time in •	
UTC.
In between the relative time difference between •	
the event time and the present time is shown as 
a delta value.
Furthermore a bar with lines in the isochrones •	
colour scheme represents the time axis of the 
calculated simulation. The current position of the 
proceeding time in the hazard threat is highligh-
ted with a fat red line.

The forecast selected in the ranking list is displayed 
in the map with coloured isochrones. The outlined 
isochrones represent the tsunami wave propagati-
on in time between the earthquake location and the 
impact at the coast. The distance between two iso-
chrones normally accounts for two minutes. In this 
demonstration the distance has been shortened to 
only twelve seconds between adjoined isochrones.

To start the dissemination process based on a fore-
cast the ranking list provides a context menu with the 
action “Start Tsunami Warning Wizard”. By opening 
the Tsunami Warning Wizard a separate view for the 
wizard is shown in the Message Composition Per-
spective.

an incident that already has a simulation calculati-
on. But the incoming events are inputs to refine the 
selection of forecasts and to display the most likely 
forecast only. Then the operator starts the simulati-
on calculation again with additional inputs or rather 
fresh events followed by an iterative analysis and 
comparison.
In the ranking list the forecasts are simply ordered by 
the count of their selection done within the Simulati-
on Weighting of each sensor graph. By this selection 
process the simulation with the highest probability 
leads to an optimal forecast result and can be used 
for the dissemination of warning messages.

When selecting a simulation in the ranking list, up-
dated information is displayed in the map and in the 
time measurements.

Fig. 11:  Simulation ranking

Fig. 12:  Simulation based isochrones showing incoming tsunami

Fig. 13:  The Tsunami Warning Dissemination Wizard

Fig. 14: Message 
Composition Per-
spective with Messa-
ge Generation Form
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message type first to edit the details of the message. 
Each message type defines its own range of values 
for the message details. The operator selects the ap-
propriate value for each message element according 
to the ongoing situation. Both the affected regions 
and the resources can be assigned to the message 
by drag and drop. All values except the resources 
are mandatory. Resources are optional and serve 
as input for TV Overlay, Narrow Casting and E-Mail 
warning messages. The composed message will be 
sent when each value has been configured appro-
priate and the operator has triggered the button for 
dissemination.

warning messages. The listed areas serve as input 
for the message composition of the intended warning 
dissemination and are attached with drag and drop to 
a warning message.
To attach an evident situation picture to a warning 
message, a snapshot of the currently displayed map 
might be taken. When the operator clicks the res-
pective button, snapshots of the map are taken and 
stored in a list. The operator selects snapshots from 
that list and attaches them with drag and drop to the 
respective warning message.

For the composition of warning messages this per-
spective contains a form considering elements of the 
CAP standard. The operator has to select a specific 

Automatically calculated areas are symbolized with 
different colour schemes for the estimated wave 
height. Red coloured areas are at high risk. Less 
endangered areas are depicted in orange, yellow 
or blue: the colour scheme has been taken from US 
Homeland Security standards.

The map is editable by the operator with different 
tools. One of the tools enables the operator to select 
multiple geographical regions or areas. Thus the 
operator selects the areas for dissemination.
 
Selected areas are stored in a list so that the opera-
tor is able to manage the affected areas and reuse 
them later on – for example when composing refined 

7 Message Composition Perspective
The Message Composition Perspective is opened 
automatically in the background when starting the 
Tsunami Warning Wizard in the ranking list with a 
selected forecast.
The Message Composition Perspective supports the 
operator in its task to prepare, to send and to ob-
serve the initiated warning dissemination.

The map still depicts the specific geographic region 
with the information provided by the other perspec-
tives. Additionally affected areas are displayed in 
the map. According to the selected forecast they are 
automatically calculated or manually selected by the 
operator.

Fig. 15:  Areas generated by the Tsunami Warning Dissemination Wizard

Fig. 16:  Less critical situation based on a different simulated earthquake

Fig. 17:  Manual drawing of affected areas

Fig. 18:  List of affected areas with ETA and SSH Fig. 19:  Snapshots of map can be attached to war-
ning messages
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the different languages have to be supported with the 
respective character sets, for example the language 
Phasa Thai and Tamil.

9 Dissemination Perspective
The Dissemination Perspective provides a com-
prehensive overview of the status of disseminated 
messages sent through the different dissemination 
channels. This overview is based on status reports 
received and aggregated from the respective tele-
communication providers.

At least nine dissemination channels are proposed 
for DEWS. However, the initial design considers five 
channels:

Electronic mail – E-Mail dissemination channel•	
Short message service – SMS dissemination •	
channel
Facsimile – Fax dissemination channel•	
Television – TV Overlay dissemination channel•	
Narrow Casting dissemination channel•	
RSS Feed channel•	

Moreover, the Dissemination Perspective has the 
respective channel views containing status informa-
tion of the ongoing dissemination.
One view aggregates information of all channels re-
lated message exchange between the DEWS dis-
semination infrastructure and the respective disse-
mination channel provider.
The remaining five views for E-Mail, SMS, Fax, TV 
Overlay and Narrow Casting show all status infor-
mation according to the respective channel dissemi-
nation.

10 Administration Perspective
The configurations and settings needed for the in-
formation logistics are administered with the Admini-
stration Perspective of the CCUI. The configuration 
comprises:

message types and message templates,•	
message consumer profiles and user groups as •	
well as
dissemination channels and dissemination pro-•	
vider profiles.

Email also has less channel restrictions and the war-
ning messages contain text and media in a defined 
detail.

Exemplary the Tsunami Warning message is depic-
ted in the language Bahasa Indonesia with dynamic 
information like the affected area, the estimated time 
of arrival, the estimated wave height and an image. 
In contrast an All Clear message contains other infor-
mation than a Tsunami Warning message.
Since DEWS operates in a multilingual environment 

8 Warning Message Dissemination
SMS text messages are sent with the language and 
detail of information the message consumer has re-
gistered for. SMS messages don’t contain media like 
map images.

TV Overlay and Narrow Casting contain text and me-
dia for example an image of a map.

The fax message contains detailed text information 
and media and has less channel restrictions than 
SMS, TV Overlay and Narrow Casting.

Composed and sent messages are listed in the Dis-
seminated Messages View with additional process-
ing information. Each message might be re-used as 
boilerplate for a refined message in future and pre-
sets the form values of the Message Composition 
View.

Fig. 20:  Message Generation Form for manual mes-
sage generation

Fig. 21:  List of sent messages

Fig. 22:  Received SMS on mobile phone

Fig. 23:  Overlay (left) and Narrowcasting (right) with 
tsunami warning message

Fig. 24: Incoming Fax tsunami warning message

Fig. 25: Received email with Tsunami Warning mes-
sage and attached screenshot

Fig. 26: Received email with All Clear message and 
attached screenshot

Fig. 27: Using Unicode supports local languages like 
Thai and Tamil



30 Lessons Learned - From Concept to Demonstrator 31Proceedings DEWS Midterm Conference 2009

Fig. 28: Dissemination Perspective with dissemination feedback

Fig. 29: Administration Perspective for maintaining information logistics configurations

not only serve for early warning purposes in Indone-
sia but is also planned to serve as a so-called Regi-
onal Tsunami Watch Provider (RTWP) Center for the 
entire Indian Ocean in tight cooperation with warning 
centres in other Indian Ocean rim countries.

The Components
In more than 90% a tsunami is caused by a subma-
rine earthquake. A fast and correct seismological 
recording and evaluation is therefore essential for 
the warning system. But based on seismological 
measurements it is mostly impossible to decide whe-
ther a tsunami has been generated or not. Therefo-
re the system also includes quick determination of 
post-seismic crustal deformations using a dedicated 
GPS-array along the coast lines and the detection of 
a tsunami wave directly on the ocean.

Thus the system includes a seismological network 
consisting of broadband seismometers as well as 
GPS stations, a network of GPS buoys additionally 
equipped with ocean bottom pressure sensors and 
a tide gauge network. The GPS functionality is an 
important scientific and technical improvement com-
pared to other buoy systems used for example in the 
Pacific.

The German-Indonesian Tsunami Early Warning System for the In-
dian Ocean
Jörn Lauterjung 

German Research Centre for Geosciences - GFZ, Telegrafenberg, Potsdam, Germany, lau@gfz-potsdam.de

The Sumatra earthquake of December 26, 2004 
was the second largest ever detected rupture in the 
Earth’s crust. Already after about 12 minutes the 
seismic waves were automatically recorded and ana-
lysed at the GFZ in Potsdam (Germany) and at other 
seismological centres worldwide. Only a few minutes 
after the detection of the earthquake the first tsunami 
waves reached the coastlines of Northern Sumatra.

Shortly after the Tsunami Disaster where almost a 
quarter of a million humans lost their lives, Germany 
offered technical support for the installation and im-
plementation of a Tsunami Early Warning System in 
the Indian Ocean. Since March 14, 2005 Indonesia 
and Germany have been officially working together 
to implement a Tsunami Early Warning System in In-
donesia. This implementation was largely completed 
2009. A joint cooperation on the optimization, opera-
tion and maintenance of the system is further plan-
ned up to March 2010.

On November 11, 2008, the Indonesian president, Su-
silo Bambang Yudhoyono, officially launched the In-
donesian Tsunami Early Warning System (InaTEWS) 
at the Indonesian Agency for Meteorology, Climate 
and Geophysics (BMKG) in Jakarta. The System will 

Fig. 1: GITEWS components
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A Tide Gauge System (TGS) collects and pro-•	
cesses sea level data from a network of tide gau-
ges;

A central sensor integration platform (Tsunami •	
Service Bus, TSB) collects information from the 
sensor systems and provides them to a Decision 
Support System (DSS);

A Simulation System (SIM) performs a tsunami •	
scenario selection based on multi-sensor inputs, 
resulting in a list of best matching tsunami sce-
narios for a given set of observations;

The Decision Support System (DSS) receives •	
sensor observations via the TSB, requests a sce-
nario selection from the SIM for the current set of 
sensor observations and communicates with the 
dissemination systems for message distribution 
and delivery.

To support the warning process and to address 
the different situations which individual parts of the 
coastline may face, the coastline is divided into so-
called warning segments. The respective situational 
information is aggregated and warning messages 
can be individually addressed by using one of the 
pre-defined warning levels.

Sensor and Information Fusion
In addition to the collection of real-time sensor ob-
servations, the DSS can access a huge collection of 
a priori information and scenario data for the inter-
pretation of the online input, to assess the tsunami 
threat and to forecast the consequences. Using this 
approach, the information gap immanent to the first 
minutes of a potential tsunami is narrowed as much 
as possible.

Using risk and vulnerability maps of the affected 
coastal regions detailed warning dossiers are produ-
ced and disseminated to the respective authorities, 
agencies and population. The system is designed in 
an open and modular structure based on the most 
recent developments and standards of information 
technology. Therefore, the system can easily integra-
te additional sensor components or can be expanded 
for other purposes using large parts of the infrastruc-
ture in a sustainable manner.

An integral part of the project is capacity building 
which concentrates on academic and engineering 
training and education for the operation of such a 
system. The fastest warning is useless as long as 
the gap to the so called “last mile” is not closed. The 
population in the threatened area needs to be infor-
med in time, but they also need to be trained how 
to react properly. The people need to be instructed 
about evacuation plans and how to behave in a case 
of emergency. All these activities are accompanied 
by various activities like organisational consulting.

The GITEWS Early Warning and Mitigation Sys-
tem (EWMS)
As part of the German contribution to InaTEWS, a mo-
dular Early Warning and Mitigation System (EWMS) 
has been installed at the Warning Centre in Jakarta. 
It consists of the following major elements:

An Earthquake Monitoring System (Seis-•	
ComP3);

A continuous GPS System (CGPS) detects post-•	
seismic deformations shortly after an Earthqua-
ke based on precise GPS measurements;

A Deep Ocean Observation System (DOOS) for •	
direct tsunami detection collects and processes 
sensor information transmitted from Ocean Bot-
tom Units (OBUs) and buoys;

measurements it is mostly impossible to decide whe-
ther a tsunami has been generated or not. Therefo-
re the system also includes quick determination of 
post-seismic crustal deformations using a dedicated 
GPS-array along the coast lines and the detection of 
a tsunami wave directly on the ocean.

Thus the system includes a seismological network 
consisting of broadband seismometers as well as 
GPS stations, a network of GPS buoys additionally 
equipped with ocean bottom pressure sensors and 
a tide gauge network. The GPS functionality is an 
important scientific and technical improvement com-
pared to other buoy systems used for example in the 
Pacific.

The respective sensors are connected by satellite 
communication to the Earthquake Information and 
Tsunami Warning Centre (EITWC) operated by the 
Indonesian Agency for Meteorology, Climate and 
Geophysics (BMKG) in Jakarta. In this Warning Cen-
tre the on-line data-streams are processed, and, on 
the basis of the sensor data, tsunami simulations can 
be provided rapidly and used in a Decision Support 
System for the generation of a fast and detailed pic-
ture of the actual situation.

Tsunami simulations are of particular importance for 
the whole warning process. Based on a few measu-
red data an overall picture has to be calculated. A 
couple of seconds after the earthquake information 
the modelling results will give an estimation on the 
wave height, the time of arrival and the inundation 
areas. Since warning times in Indonesia are extre-
mely short, thousands of different scenarios are pre-
calculated and collected in databases.

The Sumatra earthquake of December 26, 2004 
was the second largest ever detected rupture in the 
Earth’s crust. Already after about 12 minutes the 
seismic waves were automatically recorded and ana-
lysed at the GFZ in Potsdam (Germany) and at other 
seismological centres worldwide. Only a few minutes 
after the detection of the earthquake the first tsunami 
waves reached the coastlines of Northern Sumatra.

Shortly after the Tsunami Disaster where almost a 
quarter of a million humans lost their lives, Germany 
offered technical support for the installation and im-
plementation of a Tsunami Early Warning System in 
the Indian Ocean. Since March 14, 2005 Indonesia 
and Germany have been officially working together 
to implement a Tsunami Early Warning System in In-
donesia. This implementation was largely completed 
2009. A joint cooperation on the optimization, opera-
tion and maintenance of the system is further plan-
ned up to March 2010.

On November 11, 2008, the Indonesian president, Su-
silo Bambang Yudhoyono, officially launched the In-
donesian Tsunami Early Warning System (InaTEWS) 
at the Indonesian Agency for Meteorology, Climate 
and Geophysics (BMKG) in Jakarta. The System will 
not only serve for early warning purposes in Indone-
sia but is also planned to serve as a so-called Regi-
onal Tsunami Watch Provider (RTWP) Center for the 
entire Indian Ocean in tight cooperation with warning 
centres in other Indian Ocean rim countries.

The Components
In more than 90% a tsunami is caused by a subma-
rine earthquake. A fast and correct seismological 
recording and evaluation is therefore essential for 
the warning system. But based on seismological 

Fig. 2: The GITEWS Early Warning and Mitigation System (EWMS) Tab. 1: Tsunami Warning Levels
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Concrete co-operation work in numerous fields for 
the establishment of the Early Warning System in In-
donesia are underway with a number of other coun-
tries, i.e. Japan, China, France and USA. In the In-
dian Ocean Region the German Project co-operates 
with Sri Lanka, the Maldives, Yemen, Madagascar, 
Tanzania and Kenya to build up equipment mainly for 
seismological monitoring and processing. Close ties 
have been established to Australia, South Africa and 
India for the real-time exchange mainly of seismolo-
gical, but also of sea level data.

Natural hazards such as the tsunami catastrophe 
2004 cannot be prevented by a tsunami early war-
ning system, but through GITEWS the number of vic-
tims in the event of a tsunami wave can be kept at a 
minimum.

GITEWS is a project of the German Government to 
aid the reconstruction of the tsunami-prone region of 
the Indian Ocean. It is accomplished by a consortium 
of nine institutions.

Further information: http://www.gitews.org

The most important sources of a priori information 
are

A large number of precalculated tsunami scena-•	
rios contained in the Tsunami Scenario Reposi-
tory (TSR), which is used by the SIM to perform 
the multi-sensor scenario selection process.

A geospatial data infrastructure which allows •	
standard-based access to large databases of 
geospatial baseline data, such as administrative 
boundaries, topographic or bathymetric data;

Risk and vulnerability assessment information •	
which describe for a particular location the tsu-
nami risk and the vulnerability of the respective 
location

International Cooperation
The German-Indonesian activities are fully integra-
ted into the overall UN plans and strategies for the 
establishment of global and regional Early Warning 
Systems. These activities are coordinated by the In-
tergovernmental Oceanographic Commission (IOC) 
of UNESCO with four so-called Intergovernmental 
Coordination Groups (Indian Ocean, North East At-
lantic and Mediterranean, Caribbean, Pacific Ocean). 
Furthermore, the activities are brought to the attenti-
on of the global coordination activity GEOSS (Global 
Earth Observing System of Systems).

buoy and 19 GPS stations have been installed in well 
distributed at tsunami and earthquake prone area 
in Indonesia. All seismic stations are transmitted to 
BMKG as National Tsunami Warning Center in real 
time and provided to the countries in Indian Ocean 
and ASEAN member states to access the data in real 
time based on IOTWS and TTF of ASEAN (Technical 
Task Force) recommendation. All Tide gauge stations 
are transmitted in real time to BAKOSURTANAL who 
runs the network in daily basis. Some of the stations 
are already available in near real time to BMKG and 
all will be available in near real time in BMKG Jakar-
ta for tsunami warning purposes. DART buoy data 
is also available in near real time in BMKG and will 
be available in real time in BMKG based on tsunami 
mode status.

Using the current capabilities, BMKG is able to issue 
tsunami warning within 5 minutes after the earthqua-
ke based on the earthquake parameters criteria or 
service level 1. The next effort is to complete the sys-
tem by early 2010, where tsunami warning contains 
estimation of tsunami arival and tsunami height as 
well as inundation.

Development of Indonesia Tsunami Early Warning System  
(InaTEWS) toward Regional Tsunami Watch Provider (RTWP) 
P. J Prih Harjadi1, Fauzi2

1BMKG, Jakarta-Indonesia, prih@bmg.go.id

2BMKG, Jakarta-Indonesia, fauzi@bmg.go.id 

Indonesian Tsunami Early Warning System (In-
aTEWS) is set up to produce Tsunami Warning in 5 
minutes after the earthquake. This scenario is based 
on the experience of local tsunami where the first ts-
unami attacks the coast within 20-40 minutes after 
the earthquake. To reach the goal, it requires 160 
Broadband seismic stations, 500 accelerograph sta-
tions, 60 tide gauges, 20 DART buoys, and several 
continues GPS stations for monitoring purposes. The 
whole InaTEWS system consists of 4 subsystems 
namely; 1. Monitoring, 2. Processing, 3. Disseminati-
on, and 4.Preparedness.  The monitoring system has 
3 types of network; 1. Earthquake monitoring, 2. Sea 
Monitoring, and 3. Earth Deformation.  

The earthquake monitoring system is used to fore-
cast whether the earthquake is potentially tsunami or 
not, and if potentially tsunami, the warning is issued 
and then tsunami wave is monitored using sea moni-
toring network. Tectonic deformation and the impact 
of the earthquake-tsunami can be seen by using Glo-
bal Positioning Satellite (GPS) and satellite image by 
comparing the data before and after the earthquake.  

The goal to develop InaTEWS is to be able to pro-
duce the first tsunami warning in 5 minutes after the 
earthquake. There is a possibility to have observati-
on of tsunami within 5 minutes after the earthquake. 
If no observation is available, the first tsunami war-
ning message is estimated from earthquake parame-
ters and tsunami modeling scenario which contains 
highly uncertainty. To reduce uncertainty is always 
trade off with time. The effort to reduce uncertainty 
needs to develop the network of observation as den-
se as possible. The effort to reduce time consuming 
before dissemination needs to develop an integrated 
system called DSS (Decision Support System) for ts-
unami and mitigation system. 

DSS is basically integrated parameters and aggrega-
ted of all monitoring earthquake and tsunami system 
to support operators on duty to prepare timely the 
tsunami messages and earthquake information. The 
tsunami message is updated based on the availab-
le observation in a way that DSS links and match 
between the observation and simulation to produce 
robust information for distance recipients. 

Currently, 148 Broadband seismograph stations, 85 
accelerographs, 57 tide gauges, 19 DART – OBU-
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some restriction, data have been exchanged for a 
better configuration of monitoring purposes. The pre-
liminary earthquake bulletin, in term of service level 1, 
has been exchanged by India, Indonesia and Austra-
lia. The content and the format of all types of services 
need to be discussed and agreed in the next working 
group meeting. PTWC and JMA as Interim Advisory 
Service will keep shadowing operation and products 
until NTWC as RTWP system is completed.   

NTWC of Indonesia in the group of InaTEWS de-
velops the dissemination system for public through 
interface institutions. In case of national needs, the 
interface institutions are local governments (District 
Disaster Management Agency), National Disaster 
Management Agency, Police Headquarter, military 
head quarter, and Department of Home Affair. For 
international needs, interface institution is the NTWC 
of the country. NTWC of Indonesia has no direct 
communication to the public however; there are di-
rect communication link to 11 TV stations and 2 Ra-
dio stations under government regulation.

Interoperability and Dissemination system of Indonesian Tsunami 
Early Warning System (InaTEWS)
Fauzi

BMKG, Jakarta-Indonesia fauzi@bmg.go.id

The tsunami warning messages from warning cen-
ter need to be responded by the local government in 
timely and correctly manner to save people life from 
the threat of tsunami wave. Indonesia Tsunami Early 
Warning System (InaTEWS) has developed the sys-
tem to provide tsunami warning messages, not only 
for national needs, but also for member states of In-
dian Ocean Tsunami Warning and mitigation System 
(IOTWS). To serve member states in Indian Ocean 
rim, IOTWS/ICG working group develops an intero-
perable system to exchange information among Na-
tional Tsunami Warning Center (NTWC). 

Not all NTWC in Indian Ocean serves other. NTWCs 
that should be able to serve other NTWC are known 
as RTWP (Regional Tsunami Watch Provider). In-
donesia is one of candidates of RTWP; others are 
Australia, India, Malaysia, Iran and Thailand. It is up 
to member states to choose, from which RTWP/s to 
receive warning messages. This paper describes 
the preparation of dissemination system toward the 
RTWP to serve member states of IOTWS.

IOTWS/ICG, Working Group 5 Task Team identified 
that NTWC should issue 3 levels of services for ts-
unamigenic earthquake. Service level 1 contains ts-
unamigenic potential, predicted by using earthquake 
parameters. Service level 2 contains tsunamigenic 
potential predicted by using tsunami simulation to 
estimate time of tsunami arrival and the height. Ser-
vice level 3 contains additional information on the in-
undation of tsunami to the land side.

IOTWS defines that there is no single center of ts-
unami warning but consists of many centers to serve 
NTWCs with all service levels. Six countries; Indo-
nesia, India, Australia, Malaysia, Thailand and Iran 
commit to develop their center to be able to provide 
all service levels namely RTWP (Regional Tsunami 
Watch Provider). Currently, India, Australia and Indo-
nesia have the capability to serve service level 1 and 
still develop the system for service level 2 and 3. 

The recipients in the member states are NTWCs who 
receives the messages should be able to decode all 
of these information through several modes of com-
munication. 

Since all RTWPs are new players as NTWC, it re-
quires time to set up the system performances. With 

In this architecture the NTWCs have the full and ex-
clusive responsibility to launch the alert, namely the 
“warning” to the population within the national boun-
daries. As regards the tsunami, one can distinguish 
between “local” events that affect only a single coun-
try, and larger events that are capable to adversely 
affect more than one country and may also travel 
across the basin. Local events have to be managed 
by the NTWCs, that in this respect will be fully opera-
tional end-to-end systems. Larger events will be ma-
naged by the RTWCs. These will detect the tsunami 
and deliver the proper message, called “watch”, to 
the connected NTWCs, that will take the final decisi-
on on if and how to warn the population. According to 
this scheme, the RTWC are not end-to-end systems, 
since their responsibility in the information flow chain 
stops at the point where the NTWCs responsibility 
starts.  

At present, the ICG/NEAMTWS has approved the list 
of tasks and activities that the RTWCs and the NT-
WCs have to cover, but no final decision has been 
made yet on the number and location of the RTWCs. 
According to the actual state of the ongoing discus-
sions, probably there will five RTWCs (in Portugal, 
France, Italy, Greece and Turkey), that will cover ad-
jacent and partly overlapping geographical areas of 
the EuroMediterranean basins: namely Portugal will 
cover the NE Atlantic, France the western Mediter-
ranean, Italy the central Mediterranean, Greece the 
eastern Mediterranean, Turkey the eastern Mediter-
ranean, the Marmara sea and the Black sea.

Apart from the Atlantic sea, tsunami sources in the 
region are located very close to the coast, which me-
ans that the tsunami lead time is very short, and the 
requirement for the TWS is that event detection has 
to be completed in a few minutes and correspondin-
gly alert messages have to be issued quite quickly. 
This is a big challenge. At present, earthquake moni-
toring and detection in the region has a great level of 
efficiency due to the satisfactory configuration of the 
broadband seismic networks that provide real-time 
data and allow very fast earthquake location. For 
example, GFZ has shown that good earthquake lo-
cation and magnitude determination for earthquakes 
larger than 5.5 are feasible within a few (3-4) minutes 
in the Euro-Mediterranean region, though accuracy 
may be improved if some gaps in the northern Afri-
can countries are filled. However, earthquake data 

The Tsunami Early Warning System in the Euro-Mediterranean  
Region

S. Tinti

Dipartimento di Fisica, Settore di Geofisica, Università di Bologna, Italy. stefano.tinti@unibo.it

The Euro-Mediterranean region is affected by tsuna-
mis that can be even catastrophic. This is confirmed 
by tsunami catalogues, that though complete only in 
the last few centuries as regards large events, yet 
show that the coasts that are the most exposed to 
tsunami attacks are the Hyberian peninsula, Italy, 
Greece and Turkey. And this is further confirmed by 
the seismotectonic setting of the region showing that 
favourable conditions for tsunami generation may be 
easily met here, i) since many seismic active areas 
happen to be located near the coast or offshore, ii) 
since a number of important active volcanoes are 
located close to the coast or form volcanic islands, 
iii) since submarine margins are unstable in many 
places giving rise to dangerous submarine mass mo-
vements. According to statistics, about 10% of the 
tsunamis occur in the Mediterranean area.

After the catastrophic Indian Ocean tsunami of 26 
December 2004, awareness of tsunami menace has 
grown worldwide and has involves also the EuroMe-
diterranean countries that have recognised a) that 
their coastal communities were unprotected from ts-
unamis and b) that there was hence a urgent need 
for the establishment of a Tsunami Warning System. 
This recognition led to the creation of an Intergovern-
mental Coordination Group  for the implementation 
of the North-East Atlantic and the Mediterranean 
Tsunami Warning System (ICG/NEAMTWS) within 
the Intergovernmental Oceanographic Commission 
(IOC-UNESCO). The group was established in June 
2005, together with the analogous groups in the In-
dian Ocean and the Caribbean Sea, and after its first 
general session held in Rome in October 2005 met 
regularly every year to develop, update and monitor 
the TWS implementation plan and the corresponding 
activities.  

There is general consensus among the member sta-
tes of the ICG that the NEAMTWS will be a system 
of systems, that will consist of a number of regional 
centers, called Regional Tsunami Watch Centers 
(RTWC), and of the national centers, called Natio-
nal Tsunami Warning Centers (NTWC). Further the 
NEAMTWS will be based on the end-to-end concept, 
which means that it will cover all the components 
going from the detection of the event to the dissemi-
nation of the appropriate messages to the final recei-
vers (for example the population living at the coast). 
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are only proxy data for tsunamis. Detecting a large 
offshore earthquake gives a strong clue for tsunami 
generation and permits to lunch a first type of bulle-
tin. Only direct measurements of the ocean can pro-
vide evidence of the tsunami. Sea level observation 
through coastal and offshore system could provide 
such a tool. Unfortunately, the present-day status of 
the sea-level monitoring system in the NEAM region 
does not allow a fast determination of tsunami occur-
rences on the entire basin, since only a few station 
exist with the appropriate sampling rate and with real 
time data transmission capabilities. Therefore, today, 
one of the main obstacles for the full establishment 
of a TWS in the Euro-Mediterranean region is the in-
adequacy of the sea-level monitoring network. Being 
this network inefficient, the TWS has to rely only on 
the seismic branch of the observational system and 
on a tsunami forecast that will be based on numerical 
models triggered by seismic data.

The consequence might be that forecast could be 
imprecise. This is a relevant point deserving more 
attention. One could observe that 1) dislocation the-
ory suggests that knowing the focal parameters of an 
offshore earthquake is enough to determine the co-
seismic displacement of the crust, and hence of the 
sea floor, if a proper Earth model is used; that  2) this 
in turn is enough to determine the initial waveform of 
the generated tsunami; and that 3) numerical tsunami 
models can be used to study the propagation of the 
tsunami up to the target coasts if bathymetry data are 
satisfactorily known. Basing on this, one could the-
refore conclude that seismic data are the only ones 
really known to trigger the alert system. Unfortunate-
ly tsunami catalogues show that the there is yet an 
ascertain correlation between the magnitude of an 
earthquake and the intensity of the generated tsuna-
mi, but they also show that the associated variability 
is quite large and that there are numerous examples 
of large earthquakes producing small tsunamis and 
of relatively small earthquakes producing strongly 
damaging tsunamis. 

The NEAM region is today the only one in the world 
with no TWS in place, and not even an interim system 
is functioning. This situation is clear and is known to 
the member states. According to the present imple-
mentation plan of the ICG/NEAMTWS, it is foreseen 
that in the next few years, the system, based on the 
double level architecture of RTWC and of NTWC, will 
become operational. But the way is still long. 

The French Western Mediterranean and North-Eastern Atlantic  
Tsunami Warning Center
François Schindelé

Commissariat à l’Energie Atomique - CEA/DAM/DIF

monitor, verify and warn the civil defence authorities 
of the existence of tsunami in the region and possible 
threats to Western Mediterranean coast and French 
coastal locations.

The major objective of the French TWC is to provi-
de French emergency managers and all the Western 
Mediterranean region’s Member states with warning 
in case of potential tsunami impact in that region, wi-
thin 15 minutes of an earthquake occurrence. 

The French Western Mediterranean TWC is a key 
component in the establishment of the fully functional 
Tsunami Warning System in the Euro-Mediterranean 
region. This three-year project, funded by the French 
Government, the Minisrty of Interior and the Ministry 
of Sustainable Developpment, is due to be comple-
ted early 2012. 

This includes :

establishment of the French Tsunami warning •	
center with 24/7 tsunami monitoring, operation 
and analysis for France and the Western Medi-
terranean region

After the Indian Ocean tsunami disaster in December 
2004, the Intergovernmental Oceanographic Com-
mission (IOC) of the Unesco was mandated to imple-
ment the Indian Ocean tsunami warning system. The 
IOC Member states recognized the need to a global 
tsunami warning system. Consequently, the Intergo-
vernmental coordination group for the North-Eastern 
Atlantic, Mediterranean and connected sea tsunami 
warning and mitigation system (ICG/NEAMTWS) 
was established in June 2005.

The ICG has met five times since 2005 in different 
countries (Italy, France, Germany, Portugal and Gree-
ce). The main objective of the ICG was to establish a 
Tsunami Warning System as soon as possible. 

This note presents the state of the ongoing efforts 
towards the implementation of the French tsunami 
warning center and the upgrade of the seismological 
and sea-level networks.

The French Western Mediterranean and North-East 
Atlantic Tsunami Warning Centre will be operated 
by the Commissariat à l’Energie Atomique (CEA). 
Based in Bruyères-le-châtel close to Paris, it is esta-
blished so that France will have a capability to detect, 

Fig. 1: NEAM Western Mediterranean and North-East Atlantic seismic monitoring for tsunami warning
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sent to all regional watch centers, national warning 
centers and focal points nominated by the ICG Mem-
ber states, in accordance with the decision matrix 
adopted by the ICG (UNESCO/IOC 2007). In case 
of a large earthquake able to induce a tsunami, the 
tsunami arrival time will be calculated and included 
in the messages.

As the closest real-time sea-level station records the 
tsunami waves, the detection and height measure-
ment of the signal received and processed in CEA 
will provide the confirmation and level of warning. If 
necessary, additional messages will then be disse-
minated.

The enhancement of the current sea-level network is 
one of the second pillars of the warning system. The 
Service Hydrographique et Océanographique de la 
Marine (SHOM) has already upgraded 7 stations to 
record and transmit the data in real time. SHOM will 
upgrade the other 20 stations of the French tide ga-
ges network (Figure 2). Three new sea-level stations 
will be implemented in Corsica, and two on French 
Riviera Coast. SHOM will monitor and maintained 
the complete network of 32 stations.

In addition, sea level stations should be implemented 
in priority close to known seismic zones such as the 
North Coasts of Algeria, Morocco and Tunisia.

the upgrade of the seismic monitoring and the •	
extension and upgrade of the sea-level monito-
ring

assistance to the Intergovernmental Oceanogra-•	
phic Commission in developing the North-Eas-
tern Atlantic and Mediterranean Tsunami warning 
and mitigation system (NEAMTWS)

The centre will start the international warning opera-
tion in 2012. 

CEA will use real-time data from over 10 seismic 
stations located in France (6 CEA with VSAT satel-
lite transmission, and 4 CNRS that will be upgrated, 
maintained  and equipped with VSAT transmission), 
and 4 implemented in other territories (2 CEA and 2 
IPGP) (Figure 1). The data of these stations will be 
transmitted to several other countries by robust high 
speed leased lines, and about 40 additional seismic 
stations will be received in France, most stations im-
plemented and maintained by IGN (Spain) IMP (Por-
tugal), INGV (Italy) and GFZ (Germany). The data 
of most stations are transmitted by VSAT from the 
station to the seismological data center.

The seismic data will then be analysed by specifically 
designed automatic systems, included the Seiscomp 
platform, that will form part of CEA’s established 24/7 
operations centre. Expert will use the results of the 
automated processes, historical tsunami and tsuna-
mi scenario data, to make in 15 minutes an analy-
sis of the potential for the detected earthquakes to 
cause a tsunami, and will disseminate the relevant 
information of the expected hazard. Depending on 
the location and magnitude of the earthquake, a spe-
cific message defined by the ICG/NEAMTWS will be 

Fig. 2: NEAM: Western Mediterranean and North-East Atlantic sea level network

Reference:
Unesco/IOC Intergovernmental Coordination Group 

for the Tsunami Early Warning and Mitigation 
System in the North Eastern Atlantic, the Medi-
terranean and Connected Seas (ICG/NEAMTWS) 
Fourth Session, Lisbon, Portugal, 21–23 Novem-
ber 2007

http://www.ioc-tsunami.org/index.php?option=com_co

ntent&task=view&id=255&Itemid=928

Fig. 3: Regional Watch Centres Network
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These questions lead to different aspects in the gi-
ven framework which are mostly neglected or simply 
not identified, namely the legal-political criteria which 
govern all or at least most of the technical points. 
Policy making – and this can hardly be over-empha-
sized – means nothing without an ethical background 
and its expression in laws: Lawmaking is all. It starts 
with constitutional law and the very basic question, 
to what extent the single state is responsible for ap-
propriate institution-building and capacity-building in 
our given context. Does the welfare of the nation also 
mean a duty to protect the citizens against disasters? 
The theme continues with non-constitutional law as 
international public law. There are consequences, if 
the disaster is crossing boundaries and it is in many 
cases not clear, who is in command and what kinds 
of responsibilities arise in one state for the neigh-
bouring state. Especially in cases where inter-state 
matters are involved, a solid framework is required in 
order to let solidarity come into effect. And: to what 
extent should internal administrative laws like health 
laws, police and public order laws etc. provide a le-
gal basis for disaster warn-ing and management? Up 
to now all this has merely been seen as a field for 
natural sciences and technology, guided by common 
principles and some kind of spontaneous pragma-
tism. Ongoing processes and flaws or failures of the 
recent past taught us that this is not enough. It might 
be advisable to discuss the legal principles before 
politics set the pace.

Literature:
Jonas, Hans (1984): The Imperative of Responsibil-

ity. In Search of an Ethics for the Technological 
Age. XII+255p, Chicago & London: The University 
of Chicago Press.

The European Convention (2003): Draft Treaty es-
tablishing a Constitution for Europe. VII+241p. 
Luxemburg. Internet Version, 769.482 B 
http://european-convention.eu.int/docs/Treaty/
cv00850.en03.pdf
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Day-to-day experience with the different stages of 
the early warning process from basic research over 
development, technical design, marketing, testing 
and application exhibits problems and shortcomings 
which cannot be attributed to the underlying science 
or technology. Although the hitherto available early 
warning systems for natural disaster reduction have 
made significant progress in the recent years in sev-
eral fields of technical development and societal im-
plementation, it must be concluded from practical 
experience with „real world conflicts“ encountered 
that for long-term oriented and sustainable concepts 
of early warning the development and installation of 
firm overall ethical standards and rules on a global 
scale, as well as their application and monitoring are 
becoming indispensable. As a consequence, an ex-
tensive means of ethical training for institutions and 
individuals involved in the divergent fields of the pro-
cess itself must be seen as an important factor on the 
way. This constitutes an evolving necessity of brin-
ging the discourse on an appropriate level, by far ex-
ceeding the limits of the existing guidelines and com-
mon principles in use, which are right away available 
but necessarily had to be based on „best practice“ 
approaches as a general rule – a substantial step 
ahead in comparison with the over-all setup of early 
warning at the time of the Potsdam Conference.

It is felt that the introduction of the term responsibility 
(Imperative of Responsibility) in the sense of the phi-
losopher Hans Jonas (Jonas 1984) in this discourse 
clearly adds a strong future orientation and offers a 
chance to establish a set of consistent base-lines for 
progress, spanning over the different sectors, from 
science to legislation, from technology to politics, and 
from the media to the public sector, to name some 
more prominent relationships. Having been applied 
in pure science and technology first, it is shown that 
the reflection on the imperative of responsibility in 
this sense offers a useful means of disclosing prac-
tical solutions for some of the most critical is-sues of 
early warning, like definitions of general terms. For 
instance: What do we have to call a hazard? What 
is a disaster? What is the quality of a warning? Who 
de-fines the standards and who is in charge of moni-
toring them? How much commerce can be seen as 
acceptable in the respective sectors involved? And, 
as the most important: what about the truth and com-
municating it?

DEWS –  the Training and Education Strategy

Andreas Nikolaus Küppers

GFZ German Research Centre for Geosciences, Potsdam, Germany, kueppers@gfz-potsdam.de

Early Warning for tsunami events is seen as a high-
ly cross cutting task, starting with the understanding 
of geological processes far out in the oceans and 
ending in the middle of administrative, medical and 
financial activities in the heart of the inflicted socie-
ties. It is self-evident that at this stage of technical 
and governance progress, the introduction of a new 
profession – the early warning engineer – is immi-
nent. The DEWS undertaking with its intersectoral 
and interdisciplinary partnership is offering a vast 
field of opportunities towards the curricular genera-
tion of knowledgable and responsible professionals, 
covering the complete warning chain. 

The DEWS venture constitutes an enormous bund-
le of chances for the researchers to enhance the 
technical systems for early warning as well as their 
perception about the underlying process in a large 
number of knowledge areas. In order to attain a long 
term perspective it is found useful to start with a con-
cept of implementation together with a number of 
famous universities and research institutions in the 
Indian Ocean region and in Europe. This group of 
institutions later should include partners in New Zea-
land and Japan, among others.
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1 Introduction
After the Sumatra earth quake in December 2004 the 
Federal Republic of Germany supports with the GI-
TEWS [1] project the Indonesian government to esta-
blish the nucleus of a national tsunami early warning 
system for the Indian Ocean. In the context of GI-
TEWS dedicated sensors like buoys with underwater 
pressure sensors, tide gauge sensors, GPS sensors 
and seis-mometers are developed and deployed. On 
the basis of the data provided by the GITEWS sen-
sors a simulation system predicts the creation and 
propaga-tion of a tsunami wave and enables the staff 
of the warning centre in Jakarta to issue precise war-
ning messages for the affected costal areas. Howe-
ver, Indonesia has coast lines not only with the Indian 
Ocean but with the Pacific Ocean too and there are 
data from non-GITEWS sensors which must be in-
cluded to improve the warning process. Therefore, 
the concepts developed during the GITEWS project 
have to be extended to incorporate additional sensor 
data as well as the whole Indonesian coast line into 
the scope of the warning system to reach the ultima-
te goal: The development of an Indone-sian Tsunami 
Early Warning System (InaTEWS).

The purpose of this paper is to develop an architec-
tural blue print for In-aTEWS. It is divided as follows. 
As an introduction, section 2 gives a short description 
of the architecture realized in the GITEWS project. 
Section 3 deals with the distributed data sources and 
responsibilities in Indonesia and discusses patterns 
to consolidate data for InaTEWS whereas section 4 
de-velops the architectural blue print for the realiza-
tion of InaTEWS.

2 The GITEWS Architecture
Figure 1 gives an overview over the logical GITEWS 
architecture deployed at warning center at BMG in 
November 2008, which consists of three inde-pen-
dent layers: 

A sensor layer where physical or virtual sensors •	
provide relevant measu-rement-, event- and 
analysis-data, 

A sensor system infrastructure layer to collect •	
sensor data and provide them via standardized 
services

Fig. 1: GITEWS logical architecture
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Functional integration•	

Precondition for functional integration is that sys-
tems are realized com-pliant to the service-orien-
ted architecture pattern: Functionality is realized 
in form of dedicated components communicating 
via a service infrastruc-ture. These components 
provide their functionality in form of services via 
standardized and published interfaces which 
could be used to access data maintained in - and 
functionality provided by dedicated components. 
Functional integration replaces the tight cou-
pling at data level by a de-pendency on loosely 
coupled services. If the interfaces of the service 
pro-viding components remain unchanged, com-
ponents can be maintained and evolved indepen-
dently on each other and service functionality as 
a whole can be reused. To ensure that services 
are of the required quality service provider and 
consumer must negotiate so-called Service Le-
vel Agreements (SLA) and a Service Level Ma-
nagement (SLM) process has to be installed for 
both, service provider and service consumer.

Because of the advantages described above, in GI-
TEWS the functional inte-gration pattern was adop-
ted. The four services provided by the GITEWS sys-
tem are realized in conformance to the Sensor Web 
Enablement (SWE), a standard specified by the Open 
Geospatial Consortium (OGC) [3]. Be-cause SWE-
services define operations like “describeSensor” to 
access me-ta-information, data of new sensors could 
be provided dynamically without any change of ser-
vice interfaces allowing the realization of dynamically 
con-figurable early warning systems. 

4 An Blue Print for InaTEWS (an Indonesian Tsu-
nami Early Warning System)
Early warning systems are long living and evolving: 
New sensor- systems and types will be developed 
and deployed, sensors will be replaced or re-deployed 
on other locations and the functionality of analyzing 
software will be improved. To ensure a continuous 
operability of an early warning system its architecture 
must be evolution-enabled. From a computer science 
point of view an evolution-enabled architecture must 
fulfill the following criteria:

Encapsulation of data and functionality on data in •	
standardized services: Access to the proprietary 
sensor data is only possible via these services.

Loose coupling of system constituents which •	
easily can be achieved by implementing stan-
dardized interfaces. Interfaces that can be used 
in early warning systems are comprehensively 
described in the specifications for the Sensor 
Web Enablement (SWE) of the Open Geospatial 
Consortium (OGC). SWE comprises description 
for both functional and modeling as-pects of sen-
sors.

mance accessing simulation results like inun-dation 
maps etc. 

3 Integration of Sensor Data
There are three independent organizations in Indo-
nesia, maintaining sensors and collecting data rele-
vant for tsunami warnings: 

The Meteorological and Geophysical Agency of •	
Indonesia (BMG) [8] in Jakarta, which is respon-
sible for collection and analyze of seismologic 
da-ta.

The National Coordinating Agency for Surveys •	
and Mapping (BAKO-SURTANAL) [9] in Cibi-
nong, which is responsible for all tidal data.

The Agency for the Assessment & Application of •	
Technology (BPPT) [10] in Jakarta, which is res-
ponsible for all deep ocean sensor data

The GITEWS as well as the InaTEWS warning centre 
will be hosted at BMG. Besides the GITEWS sensors 
all three organizations have own sensors dep-loyed. 
In addition, they have access to international sensor 
networks whose data have to be feed into the war-
ning process too.

3.1 Solutions for sensor data integration
Integration and consolidation of data from (distribut-
ed) data sources is just a standard task in computer 
science. There are a few well known solution pat-
terns, however taking into account the performance 
and security require-ments of in the context of early 
warning systems only the following two should be ta-
ken into account:

Data level integration•	

Integration on data level requires the publication 
of data storage models, e. g. file formats or data-
base schemas. Data of new sensors to be taken 
into account have to be fitted into existing data 
storage models or the data storage models have 
to be modified. If the participating parties require 
their own and independent data storage a mutual 
replication of data bases is necessary. As a con-
sequence, a so-called stovepipe architecture with 
tightly coupled data stores is created. Due to that 
tight coupling the evolution of one systems data 
storage model directly affects all other sys-tems. 
Because only data are exchanged, implemented 
functionality at one organization, e.g. to analyze 
data, cannot be reused in other organizations. 
From a computer science point of view data level 
integration is a solution pattern that can be always 
used as last resort if no other solution pattern is 
applicable. Because of the induced tight coupling 
it should be prevented whenever possible.

Sensor Observation Ser-vice (SOS) [4] to retrie-
ve sensor observations and sensor capabilitiies.

A Sensor Alert Service (TSB_SAS), which is •	
functional equivalent to a SWE SAS [5] but uses 
Java Messaging Service (JMS) instead of XMPP 
in order to deliver sensor alerts.

A SWE-compliant Sensor Planning Service (SPS) •	
[6] to activate or deac-tivate special sensor fea-
tures or to asynchronously start processing and 
sensor observations.

A Notification Service (TSB_NS), which is func-•	
tional equivalent to a SWE Web Notification Ser-
vice (WNS) but similar to the TSB_SAS is based 
on JMS to provide notifications about sensor sta-
te changes and success of asynchronously exe-
cuted processes [7].

To monitor physical sensors there are special graphi-
cal user interfaces to display raw and housekeeping 
data for GPS stations, tide gauges and buoys. A 
component called Sensor System Management is 
responsible for managing individual sensors, physi-
cal as well as virtual ones, and provides the following 
functionality:

Maintenance of a sensor repository•	

Visualization of sensor data and sensor house-•	
keeping data

Change of sensor state (if implemented by a •	
sensor)

Addition and removal of sensors•	

Annotation of sensors with quality attributes•	

Adjusting sensor parameters like thresholds, •	
etc. 

Generation and sending of notifications about •	
sensor states

Delegation of task submissions to virtual sensors •	
(processes, simulation, etc.)

2.3 Decision Support Layer
The Decision Support System (DSS) offers multi-cri-
teria decision support on the basis of data provided 
by the sensor system infrastructure in conjunction 
with a simulation system (SIM). Both, DSS and SIM 
are tightly coupled to guaranty an appropriate perfor-

And a decision support layer which contains of a •	
dedicated decision sup-port system with an atta-
ched simulation system.

2.1 Sensor Layer
The sensor layer is responsible for collecting tsuna-
mi-relevant measurement-, event-, and analysis-
data. Sensors in this layer could either be physical 
sensors like buoys (with OBU- and PACT-sensors, 
respectively), GPS-VSAT-stations and tide gauges, 
respectively or virtual sensors which aggre-gate and 
process data from associated physical sensors. GI-
TEWS has two virtual sensors attached, the Seis-
ComP system which processes data from an inter-
national seismic network and the GPS processing 
system. The later collects raw data from all GPS 
sensors available in the context of GITEWS, t. m. 
buoys, GPS-VSAT-stations and tide gauges, proces-
ses them and cal-culates displacement vectors for 
further use in other layers. Both, SeisComP and the 
GPS processing system have their own graphical 
user interfaces to handle and visualize their data. 
Virtual sensors push their data directly onto the ts-
unami service bus whereas data of physical sensors 
are periodically collected by the sensor system infra-
structure. 

2.2 Sensor System Infrastructure Layer
The sensor system infrastructure layer was develo-
ped to integrate all sensor data and provide them in 
a uniform manner for further use. Its core consists of 
the so called Tsunami Service Bus (TSB), realized on 
the basis of the J2EE1 -compliant industrial strength 
open source application server JBoss [2]. The TSB 
provides both, a messaging backbone and messa-
ging interfaces on the basis of Java Messaging Ser-
vice (JMS). Via JMS-topics incoming data are routed 
to pluggable processing elements, so called dispat-
chers. Dispatchers allow a pre-processing of fed-in 
sensor data before the data are provided to potential 
consumers. They are realized as Message-Driven 
Beans (standardized server-side components), that 
allow them to process messages asynchronously. 
Virtual sensors push their observations actively onto 
the TSB using the messaging interface. On the con-
trary, physical sen-sors store their observation and 
housekeeping data in form of binary files in special 
upload areas also called data sources. Parametriz-
able retriever components access the binary files 
from the data sources and feed then onto the TSB to 
be processed by dedicated dispatcher components. 

The TSB provides sensor data and enables interac-
tion with sensors via the following four services:	

A Sensor Web Enablement (SWE•	 2)-compliant 

1 Java Enterprise Edition is a well known industrial standard for the realization of enterprise scale applications. As an example, in Germany 
eGovernment applications are required to be realized in conformance to the JEE industrial standard [12].

2 SWE is an initiative of the Open Geospatial Consortium, Inc.® (OGC) [3]. It‘s an acronym for Sensor Web Enablement and defines standard 
interfaces to access sensor data via Web Services.
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4.2 Preconditions for the realization of that blue 
print
In order to make that vision of InaTEWS a reality, the 
following preconditions must hold:

Appropriate hardware must be available at BA-•	
KOSURTANAL and BPPT to host the sensor 
system infrastructure.

The feed of sensor raw data into the correspon-•	
ding infrastructures must be adapted to the ac-
tual data formats as well as to way raw data a 
pro-vided by sensors (file system or data base).

GITEWS implemented a Sensor System Ma-•	
nagement (SSM in Figure 2) to add, remove 
and manage GITEWS sensors. This component 
must be adapted to foreign sensors and divided 
responsibilities.

To ensure that each institution gets the data it •	
requires for its own opera-tions service level ag-
reements have to be defined between all three 
or-ganizations to guaranty data access and qua-
lity. 

Access policies for the services at the three lo-•	
cations must be defined and enforced to ensure 
that only authorized participants could access 
the services.
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sily be reused at BAKOSURTANAL and BPPT, 
respectively. 

The sensor system infrastructure layer is realized •	
on top of well known and widely used open sour-
ce software implementing industrial standards. It 
can be deployed at minor costs as a core for own 
development at BA-KOSURTANAL and BPPT as 
well.

New sensors could be added easily to the inf-•	
rastructure. GITEWS imple-mented a solution to 
feed sensor raw data from a (remote) file system 
into the sensor system infrastructure, accessing 
sensor raw data stored in a relational database 
could be realized in a similar way. A sensor type 
spe-cific dispatcher enables to plug in sensor 
type specific processing functio-nality at minimal 
costs without changing the architecture. Client 
compo-nents don’t need to be adjusted if new 
sensor- types or individuals are added to the 
system, because they access the sensors via 
standardized services.

Institutions like BAKOSURTANAL or BPPT could •	
establish autonomous early warning- or moni-
toring systems (like SeisComP) based on their 
own sensor pool. 

With implementing the Sensor Web Enablement •	
fully compatible to the OGC Specification it is 
possible to establish the „detection“ and integra-
tion of sensors via the internet. Thus realizing a 
system of systems that combines early warning 
system functionality at different levels of detail 
(SeisComP, GITEWS and any sensor system) is 
feasible.

Any institution could add both its own com-•	
ponents to refine raw data and monitoring, analy-
zing and decision support as well as components 
from third parties if they are developed in confor-
mance to the GITEWS archi-tecture.

Any institution in the federation has the owner-•	
ship of their data and de-cides which data are 
provided by a service and when.

One of the outstanding features of service-orien-•	
ted architectures is the possibility to compose of 
new services from existing ones, which can be 
done programmatically, or if the corresponding 
runtime environment3 is available, via declarati-
on (workflow or process design). As described 
in section appendix A, that feature, which is also 
called orchestration, allows e. g. the definition of 
news warning processes which could be adap-
ted easily to new requirements.

with the same name are connected, t. m. that the 
decision support system (DSS) at BMG accesses e. 
g. SWE-services at all three locations.

Deep ocean sensor data are collected by the BPPT 
infrastructure which also processes GPS data of 
buoys. Raw data and processed GPS data are pro-
vided to other participants in form of services like 
SOS, TSB_SAS, SPS and TSB_NS. Similarly, tide 
raw data are processed and provided by the BAKO-
SURTANAL infrastructure. The main warn centre 
of InaTEWS with the deci-sion support system and 
simulation developed in GITWS is located at BMG 
where the processing of seismic and GPS data is 
done. 

4.1	 Benefits
Making that vision a reality would have the following 
advantages:

The architecture was already implemented and •	
tested in the project GI-TEWS. Experiences from 
operations and operations procedures could ea-

Location transparency of services that means •	
that services can be pro-vided everywhere.

Separation of concerns that means breaking a •	
system into distinct fea-tures that overlap in func-
tionality as little as possible. For example, com-
ponents that support decision making shouldn‘t 
have to deal with access-ing sensors on hard-
ware level.

A service-oriented architecture as e. g. realized in 
GITEWS adopts these cri-teria best. Taking into ac-
count the advantages of functional integration on the 
basis of SWE-conformant services described in the 
previous section and service oriented architectures 
in general, InaTEWS should be composed as a fede-
ration of GITEWS-like architectures. 

Figure 2 shows that vision of InaTEWS as a federa-
tion of three GITEWS-like systems located at BAKO-
SURTANAL, BMG and BPPT. For the sake of clarity 
the connections between provided and required in-
terfaces are omitted, but it is assumed that interfaces 

Fig. 2: An blue print for InaTEWS
3 The Business Process Execution Language (BPEL) [13] is a standard for the orchestration of services for which commercial as well as open 
source products exist.
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Figure 4 shows a workflow using the Business Proc-
ess Model Notation  [14]. Here two autonomous part-
ners are involved (visualized as lanes), a Decision 
Support System (DSS) and a Sensor System Man-
agement (SSM) that asyn-chronously communicate 
via sending messages. In this example the SPS is 
used to set (task) sensors (buoys) to a higher sam-
pling modus in order to react on the generation of Es-
timated Times of Arrival (ETA). The notification about 
success of this operation is done by the WNS.

be exchanged without the necessity for ad-justing 
the client’s software. The only adaption to be done is 
implementing the server side access to the services 
(e.g. “feeding” the SOS), in the above diagram the 
methods “callSimulation” and “insertObservation”. 
Thus a client is able to switch between any (avail-
able) systems for simulation.

[12] KBSt - Federal Government Co-ordination and 
Advisory Agen-cy, see 

http://www.kbst.bund.de 

[13] Business Process Execution Language, see

http://www.oasis-open.org/committees/wsbpel

[14] Business Process Model Notation, see

http://www.bpmn.org/

Appendix

A Information Workflow with SWE Services
The following examples explain how SWE services 
could be combined in order to include arbitrary sys-
tems in an early warning process.

This is an example for a workflow using the avail-
able SWE services TSB_SAS (SAS), SPS, TSB_NS 
(WNS) and SOS to task and access pro-prietary sys-
tems such as simulation- or analyzing components. 
A workflow like this can be edited and designed using 
freely available design tools. An access of proprietary 
components or systems such as the “Simulation Sys-
tem” is handled by the standardized interfaces of the 
services. These pro-prietary components can easily 

Fig. 3: Workflow using atomic SWE services for accessing complex prop-
rietary components (simulation)

Fig. 4: Workflow showing the SWE services and components involved in setting a higher sampling rate (Tsunami 
Mode)



52 Lessons Learned - From Concept to Demonstrator 53Proceedings DEWS Midterm Conference 2009

To support the newly defined meta-information re-
source types SANY defined new queryables for the 
search for resources in the catalogue. It is now pos-
sible to directly search for specific resource types 
with the queryables “FeatureOfInterest”, “Observed-
Property” or “Procedure”.

Fig. 2: Additional SANY Resource Types

Even with the newly extended meta-information 
schema one typical issue remains: phenomena de-
fined in Sensor Observation Services (SOS) usually 
use different kinds of URNs, such that a phenome-
non from one SOS means semantically the same 
as a phenomenon from another SOS but they are 
named differently (e.g. “relative humidity” and “rh”) 
and therefore not easily found in the catalogue (Nah, 
2004). To overcome this issue semantics need to 
be applied. During the creation of meta-information 
the meta-information can be semantically annotated 
using ontologies. This ensures that semantically iden-
tical phenomena are connected to the same ontology 
concept. During discovery the semantic functionality 
of the Catalogue Service can be applied which pro-
vides access to the ontology prior to the search. In 
a first step the user browses the ontology to identify 
the concept he is interested in. In a second step the 
selected ontology concept is used for the catalogue 
search. All resources related to the concept will be 
retrieved because of the semantic annotation (see 
figure 3).

Fig. 3: Semantic Support for Discovery

tion the “Catalogue Service (CS)” re-using the OGC 
principles (Hilbring, 2009). The specification itself is 
independent from the definition of a meta-information 
schema. Further on additional operations supporting 
semantics were included. To support highly specia-
lized meta-information requirements ORCHESTRA 
defined a flexible meta-information schema. 

The ORCHESTRA meta-information schema con-
sists out of re-usable sections, which are combined 
to build specific resource types. The section “table 
of contents” and “core elements” are mandatory for 
each resource types while other sections can be de-
fined freely. The default schema supports the resour-
ce types “service” and “data”. For these two resource 
types the optional sections “Service Description” and 
“DataDescription” have been defined. 

Fig. 1: ORCHESTRA Meta-information Resource 
Types

With this meta-information schema typical queries 
like „Give me all services supporting a standard in-
terface x” can be answered easily.

However the SANY requirements for meta-informa-
tion were more specific: SANY meta-information 
shall be able to address the discovery of resource 
related to sensor web environments. Examples for 
typical SANY queries are: “Give me all temperature 
observation for the time range x in region y” or “Give 
me all entries observed by a specific sensor”. For the 
support of these complex requirements SANY ex-
tended the ORCHESTRA meta-information schema 
with new elements which were based on the OGC 
Observation & Measurement Model (Cox, 2007). The 
following new resource types have been defined:

The “FeatureOfInterest” resource type can be •	
described via the “FeatureOfInterest” section. 
Often, feature of interest is the area monitored 
by the sensor.

The “ObservedProperty” resource type can be •	
described via the “ObservedProperty” section 
and describes the phenomenon which is ob-
served by the sensor.

The “Procedure” resource type describes the •	
sensor itself or algorithms describing the process 
of the observation collection. For this resource 
type two new sections were defined. The “Pro-
cedure” section describes the main attributes of 
the sensor or algorithm, while details can be in-
cluded into the SensorML section which re-uses 
the OGC SensorML schema (Botts, 2007).

the RM-OA in multiple steps that culminated in the 
acceptance of the RM-OA as OGC best-practices 
document (OGC 07-097). 

The RM-OA provides a platform-neutral specificati-
on of a geospatial service-oriented architecture that 
responds to the requirements of environmental risk 
management applications. It comprises generic ar-
chitecture services and information models based on 
and extending existing OGC specifications. 

This was the starting point for the definition of the 
Sensor Service Architecture (SensorSA) by the Eu-
ropean Integrated Project SANY (Sensor Anywhere). 
The SensorSA extends the RM-OA with respect to 
scope and architectural style. It focuses on the ac-
cess, the management, the processing of informati-
on and event notifications provided by sensors and 
sensor networks. Furthermore, it supports multip-
le architectural styles: classical remote invocation, 
event-driven processing and resource-orientation. 

The SensorSA foresees mechanisms to generate 
events and distribute them as notifications to intere-
sted consumers. This enables spontaneous distribu-
tion of information about changing configurations in 
underlying sensor networks, e.g. the dynamic addi-
tion or removal of sensor devices, which is a pre-
requisite for the support of the “plug-and-measure” 
type of operation. Furthermore, the SensorSA fore-
sees the combination of so-called RESTful Web ser-
vices (following the resource-oriented architectural 
style) with OGC services (following the remote invo-
cation architectural style). This enables the design of 
user-oriented Sensor Web applications based upon 
the concepts of resources and their representation in 
multiple forms such as reports, map layers (e.g. to be 
visualised in OGC Web Map Service clients, Google 
Earth or Google Maps) and diagrams.

3	 Sensor Related Discovery
One central service for an open service architecture 
is the catalogue service, which provides means for 
the discovery of resources used in a service network. 
One well known catalogue specification is the OGC 
CSW specification which provides means for publi-
shing and searching of meta-information. Since me-
ta-information is purpose dependent, several OGC 
Catalogue Implementation Specifications supporting 
different meta-information schemas exists (Nebert 
et al, 2007, Voges et al, 2007, Martell, 2009). OR-
CHESTRA has defined its own catalogue specifica-

From ORCHESTRA to SANY - An Open Sensor Service Architec-
ture for Early Warning Systems
D. Hilbring1, T. Usländer1, K. Watson1

1 Fraunhofer IITB, Karlsruhe, Germany, hilbring | uslaender | watson@iitb.fraunhofer.de

1 Introduction
The paper describes an architectural approach for the 
integration of sensors into open geospatial service 
platforms that are compliant with international stan-
dards. The conceptual foundation for the Sensor Ser-
vice Architecture (SensorSA) (Usländer (ed.), 2009), 
recently published by the SANY project (Schimak et 
al, 2008), has been the OGC Sensor Web Enable-
ment Architecture (SWE) (Simonis (ed.), 2008) and 
the Reference Model for the ORCHESTRA Architec-
ture (RM-OA) (Usländer (ed.), 2007).  

The paper provides an overview of the generic Sen-
sorSA service types that are used for the design of 
decision support and early warning systems. Particu-
lar focus is put upon the task of sensor related dis-
covery, event handling and the integration of models 
and multi-step fusion algorithms. The OGC SWE 
approach allows the modeller to see a sensor as a 
procedure that provides observation results as an 
“estimate of the value of some property of the feature 
of interest” from any source of information (Cox (ed.), 
2007). As a consequence, SensorSA models the 
output of fusion and modelling services, cadastres, 
sensor data archives, event and alert histories, and 
service status information as “sensors”. Their obser-
vations may then be accessed through the interfaces 
of the OGC Sensor Observation Service (SOS) in a 
uniform manner. Using the SOS in combination with 
additional OGC services, the paper describes a ge-
neric information retrieval model for the provision of 
observations. The model has been successfully te-
sted within SANY (Kunz et al, 2009) and has been 
re-used for the development of an earthquake early 
warning system (Hilbring et al, 2009).

2	 From ORCHESTRA to SANY
In autumn 2004 the European Integrated Project 
ORCHESTRA started with the ambition to define and 
implement an “open architecture and spatial data in-
frastructure for risk management” and refine it accor-
ding to the needs of application pilot in multiple risk 
domains such as earthquake, forest fires and mari-
time risks. In addition to the user requirements from 
these application domains a systematic approach to 
define system requirements and architectural princi-
ples for such a generic architecture has been carri-
ed out (Usländer and Denzer, 2009). An example is 
the principle of “design for change”: The architecture 
shall be designed to evolve, i.e. it shall be possible 
to develop and deploy the system in an evolutionary 
way. The result of this approach was the edition of 
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temperature data delivered by the Sensor Observa-
tion Services. The fusion algorithms are provided as 
tasks via the SPS. With the user selected fusion al-
gorithms triggered by the SPS a temperature map is 
created. 

Fig. 6: Architecture of SANY Fusion Testbed

In step 4 the Sensor Observation Service is used to 
provide access to the created temperature map. For 
this task SANY defined a specific observation type 
based on the Observation and Measurement Model. 
The new observation type describes a coverage, the 
temperature map, unlike the conventional time series 
observation types. To support this specific observa-
tion type SANY implemented its own Sensor Obser-
vation Service.

Figure 7 shows the resulting temperature map on the 
IITB property.

 

Fig. 7: Temperature Map on IITB Property

combine geospatial data accessed from an SOS 
with further data not related to the sensor do-
main.

Both, tasks from the SPS and processes from the 
WPS can be described in the catalogue as Procedu-
re resource types. 

Step 3: The results received by the processes and 
tasks provided by the SPS and WPS fulfill the origi-
nal information retrieval task of the user. They need 
to be published in a standardized way. As in step 2 
two alternatives exists:

The Sensor Observation Service (SOS) can be •	
used to provide access to the results received by 
the SPS. Just like raw data it is possible to de-
scribe an observation model, which represents 
the processed data. Now, the “DescribeSensor” 
operation describes the process method instead 
of the sensor specification.

If there is no need to remain in the sensor do-•	
main it is possible to make the results accessible 
via the Web Feature Service (WFS) (Panagiotis, 
2005). Here it is not possible to publish informa-
tion about the calculation process. However the 
WFS specification is a well known OGC specifi-
cation and is more likely to be supported outside 
the sensor domain.

The generic information retrieval model has been te-
sted successfully in the SANY Fusion Testbed and 
for the creation of an early warning systems. Both will 
be described in the following sections.

6 SANY Fusion Testbed
The goal of the SANY Fusion Testbed is to analy-
se fusion techniques, which enable the prediction of 
environmental parameters where sensing measure-
ments are not available, and to provide this functio-
nality within the sensor domain.

The practical use case of the SANY Fusion Testbed 
was the creation of a detailed temperature map of 
IITBs properties based on few spatially distributed 
temperature observations.

The Fusion Testbed applies the generic information 
retrieval together with the principles of sensor rela-
ted discovery. The resulting architecture is shown in 
figure 6.

In step 1. the user searches the catalogue for Sensor 
Observation Services providing the observed proper-
ty temperature in the region of the IITB property. Se-
veral Sensor Observation Services are found. They 
provide the temperature data as time series data for 
specific sensor locations. In step 2 selected Sensor 
Observation Services are used to access tempera-
ture data from single sensor points. In step 3 the ca-
talogue can again be used to discovery appropriate 
algorithms which can be used for the fusion of the 

This section describes a generic model for the acqui-
sition of information based on sensor observations. 
The model consists of several steps:

1. Information retrieval via SOS

2. Configuration via SPS or WPS

3. Access to results via SOS or WFS

Figure 5 shows the architectural structure of the mo-
del. The details of the steps will be described in the 
following.

Fig. 5: Information Retrieval Model

Step 1: The original observations can be accessed 
via the Sensor Observation Service with the “GetOb-
servation” operation. Information about the sensor 
sensing the values can be retrieved via the “Descri-
beSensor” operation. The returned SensorML docu-
ment describes the sensor specification.

Step 2: The observations directly accessible via the 
SOS represent usually raw data which needs further 
processing until the information of interest for the 
user has been derived. The generic model foresees 
two alternatives for the data configuration:

The Sensor Planning Service (SPS) provides the •	
possibility to submit collection requests directly 
to sensors (Simonis, 2007). This functionality 
can be used to configure the access to specific 
SOS data and their post-processing with avail-
able algorithms, described as tasks in the SPS.

The Web Processing Service (WPS) is not part •	
of the Sensor Web Enablement domain of OGC 
(Schut, 2007). It provides geospatial processes. 
This functionality can be used to process and 

4 Event Handling
A central aspect for a sensor service architecture 
is the event-based interaction model, because the 
model represents the basic form of interaction for 
cases in which timely delivery of observed events 
is important but needs to be flexible. Flexibility and 
adaptability are among the key characteristics of the 
event-based interaction model, because event gene-
rators don’t call any specific type of event receivers. 
Indeed, they don’t even need to know them.

The event-driven model consists at least of two com-
ponents, (1) a component (e.g. a sensor) sensing 
the event and emitting the notification, and (2) a con-
sumer receiving this notification. In more complex 
scenarios, the consumer can act as a “sensor” itself, 
emitting new notifications in turn of received ones. 

SANY analyzed the OASIS Web Service Notification 
(WSN) standard for the applicability of event-driven 
workflows in sensor service architectures (Graham, 
2006). The architectural structure applying the WSN 
was successfully tested (see figure 4). 

 

Fig. 4: Event-based Interaction Model

In the initialization phase a consumer subscribes its 
interest for a specific topic to the WSN. In case of an 
event the producer notifies the WSN of the event oc-
currence. The WSN filters the event and notifies only 
interested consumers.

5 Generic Information Retrieval Model
Observations provided by a Sensor Observation 
Service reflect the available data types and values. 
Often further processing is needed to retrieve the in-
formation which is of interest for the user.
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observation data via the Sensor Observation Ser-
vice. The difference is that the values provided in the 
peak ground acceleration coverage are measured 
values from the S-Wave defining the shake map (see 
figure 12). 

Fig. 12: Shake Map (Measured Ground Accelerati-
on)

The earthquake information needs again to be com-
bined with railway infrastructure information. This 
time the goal is to estimate potential damages to the 
railway infrastructure, since after the occurrence of 
an earthquake the railway operating company is in 
need for information about the condition of its rail-
way tracks and bridges to initiate further inspections, 
where necessary. The WPS provides damage algo-
rithms for the estimated damages of potential track 
and bridge damages. The resulting spatial data is in-
cluded in the Web Feature Service and then availab-
le for access and visualization (see figure 13).

 

Fig. 13: Potential Damage To Railway Tracks and 
Bridges

The information created by use case „Structural 
Health Monitoring“ can serve as a basis for further 
actions. Therefore the EWS Client sends another 
event, the “DamageMap” event to the WSN, once 
all estimated damage calculations have been finis-
hed. Interested components from outside the system 
can register for such events to be informed in case 
of earthquake events. One example is the so called 
“Lagetisch” a multi display working station for emer-
gency planning, which is able to receive the events 
and can access information provided by WFS. The 
“Lagetisch” could be used by the railway operating 

from inside the system. Additionally it can easily be 
accessed and visualized by components “speaking” 
WFS.

Fig. 10: Railway Tracks in Danger.

Further on the generic information retrieval and the 
event based interaction model has been applied for 
the use case “Structural Health Monitoring” as shown 
in figure 11. 

Fig. 11: Use Case “Structural Health Monitoring”

PreSEIS triggers a “ShakeMap” event once the 
strong-motion phase of the earthquake has finished. 
As in use case “Earthquake Early Warning” the EWS 
Client notified by the WSN accesses the earthquake 

Fig. 8: Use Case “Earthquake Early Warning”

Observation Service could be adapted and re-used. 
In use case “Earthquake Early Warning” the peak 
ground acceleration values are estimated values of 
the ground acceleration in the upcoming earthquake 
and define the alert map (see figure 9). 

 

Fig. 9: Alert Map (Estimated Ground Acceleration)

The earthquake information needs to be combined 
with railway infrastructure for the hazard estimation. 
The railway infrastructure data is not collected by 
sensor observations. Therefore the WPS was cho-
sen for the realization of step 2 of the information 
retrieval model. The hazard algorithm is provided by 
the WPS. It combines the peak ground acceleration 
coverage with the railway tracks and critical thres-
holds of the ground acceleration and speed limits 
on railway tracks to identify tracks at risk. The resul-
ting information can be sent to the railway operating 
company to influence the train traffic. The resulting 
spatial data is included into a Web Feature Service. 
This ensures that the result can not only be accessed 

7 Earthquake Early Warning System
The potential applicability of the generic information 
retrieval model for early warning was tested in EWS 
Transport, a project analyzing the task of earthquake 
early warning for railway systems. The project is fun-
ded by Geotechnologien a geoscientific research and 
development programme, supported by the German 
Federal Ministry for Education and Research (BMBF) 
and the German Research Foundation (DFG).

The project goals are the rapid production of an alert 
map during an ongoing earthquake, which serves as 
the basis for a hazard calculation useful for alerting 
the train traffic and the provision of a shake map im-
mediately after the strong-motion phase of an earth-
quake, which can be used for a damage estimation 
of the railway infrastructure.

EWS Transports architecture shall be designed as 
open service architecture and therefore re-uses OR-
CHESTRA and SANY principles. EWS Transport has 
implemented an demonstrator applying the generic 
information retrieval model for the following use ca-
ses:

The use case “Earthquake Early Warning” defi-•	
nes the early warning use case starting with the 
detection of an earthquake based on its P-Wave, 
goes on to the hazard estimation for the train 
traffic up to the notification of the concerned rail-
way operating company.

The use case “Structural Health Monitoring” starts •	
with the production of the shake map based on 
the measure S-Wave values and goes on to the 
damage estimation for railway infrastructure ele-
ments like railway tracks and bridges.

EWS Transport tested the applicability of the generic 
information retrieval model together with the event-
based interaction model.

Figure 8 shows the resulting architecture for use 
case “Earthquake Early Warning” 

EWS Transport implements a modified version of the 
earthquake early warning method PreSEIS (Böse et 
al., 2008) for the earthquake detection and analysis. 
PreSEIS triggers an “AlertMap” event to the WSN once 
an earthquake has been detected. The WSN notifies 
the EWS Client. The EWS Client accesses the earth-
quake observations via the Sensor Observation Ser-
vice. EWS Transport has defined a new observation 
type for the SOS according to the Observation und 
Measurement Model of the OGC. The observation 
type describes an earthquake with the following pa-
rameters: location of hypocenter, magnitude and an 
acceleration field containing peak ground accelerati-
on values in the area, which is monitored by PreSEIS.  
Since the peak ground acceleration value represent 
a coverage the newly implemented SANY Sensor 
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All these aspects can be important for the specifica-
tion and implementation of early warning systems. 
Therefore the specifications and developments of 
SANY support the creation of early warning systems 
as has been successfully shown in the Earthquake 
Early Warning System for Transport Lines.
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company to visualize the earthquake effects and plan 
further steps.

The EWS Transport demonstrator applying the use 
cases “Earthquake Early Warning” and “Structural 
Health Monitoring” has been implemented success-
fully. It is online under the following address: http://

ews-transport.iitb.fraunhofer.de/servlet/is/394/. Users 
can choose from 305 simulated earthquakes in the 
test area of Baden-Württemberg (see figure 14).

8 Conclusions
This paper showed how SANY has extended prin-
ciples developed by the ORCHESTRA project and 
how these extension can be applied to early warning 
systems. 

The methods for defining a service oriented architec-
ture has been directly re-used and extended with me-
ans from the OGC Sensor Web Enablement domain, 
especially the usage of sensor related services like 
the SOS or SPS. Also the resource discovery pro-
cess has been extended to address sensor related 
meta-information. Further on a generic information 
retrieval model was defined, which specifies a re-
commended workflow to create post-processed data 
from original SOS observation values. Event driven 
aspects are also principles which have been analy-
zed by SANY. They are of importance for the sen-
sor domain, since changes often arise on the sensor 
side. Using an event driven interaction model work-
flows can be initiated by events.

Fig. 14: EWS Transport Demonstrator Simulating Effects of Earthquakes in Baden-Württemberg 
to the Railway System.
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siren-test (the siren is sounded in the whole of the 
Netherlands once a month to test the system and 
to keep people aware) and on two occasions unan-
nounced at different times during the week. In the 
test-messages people were asked to respond by 
SMS, to see whether they indeed had received and 
read the message, they were also asked whether 
they had heard the siren at the same time.    

The Evaluation
‘Self-evaluation is deemed to lead to success’ is a 
well known quote from Wesley Skogan. Therefore 
Citizen Alert Services asked the Risk Centre of Delft 
University of Technology to conduct a thorough, in-
dependent evaluation. This evaluation consisted of 
desk-research, two surveys (ex-ante and ex-post), 
response-analysis, interviews and (3) panel discus-
sions with different segments of participants. The 
evaluation resulted in the TU-Delft-publication “Eva-
luation of the Pilot SMS-Alarm Vlaardingen” (Sillem 
et al. 2004).

The Results
Response-analysis showed that on average 79% of 
the warned group responded to the SMS-warning. 
The system checks by itself whether an SMS-mes-
sage is actually delivered, this showed that 100% of 
the messages were delivered as intended. But being 
delivered doesn’t mean that the message is also 
read: therefore only the responses are counted as 

(or ‘type-0’) messages are used. These high-priority 
messages can hardly be missed because they, other 
than normal SMS-messages, pop-up directly on the 
main screen of the receiving mobile phone. They can 
also not be faked by the normal mobile telephone 
user, so the chance of false alarms is minimized.

The way of operating of the system is shown in the 
figure 1:

The Pilot
After the development of the system and thorough 
internal testing the system was tested in ‘real life’. 
The municipality of Vlaardingen, a city of some 
65.000 inhabitants in the Rotterdam-Rijnmond re-
gion was very eager to test the system: the city is 
surrounded by heavy industry and harbours and had 
experience with recent incidents in which the siren 
warning had not had the expected effect. So the city 
of Vlaardingen and the regional authority for disaster 
management (the “Regionale Hulpverleningsdienst 
Rotterdam-Rijnmond”) commissioned and financed 
a wide-scale test. 

The test was run form February till June 2004. More 
than 700 people from Vlaardingen participated. Wi-
thin this test-group were segments of inhabitants 
from all of the neighbourhoods in the city, segments 
of deaf inhabitants, different groups of professionals 
et cetera. In the test-period the participants recei-
ved an SMS-warning around the time of the monthly 

Fig. 1: The way of operating of the system

vices, with one main goal: to develop a better public 
warning system, based on a clever use of SMS. Pe-
netration of mobile phones is as high as 84% in The 
Netherlands, coverage is good in the whole of the 
country and the use of SMS is well known and wide-
ly accepted. In major tele-voting events it had been 
demonstrated that safe, time-critical SMS is possible 
in high-volumes without congestion problems, when 
it is designed and executed well.

The System
A system was developed, based on so-called ‘intelli-
gent SMS’. In this system, a sophisticated database 
is combined with a very stable, high-speed, high-
capacity SMS Platform. This is placed as a spoke-
in-the-wheel between all the providers of mobile 
communication in The Netherlands. The system is a 
so-called dedicated mGovernment-system, for safe-
ty and reliability purposes strictly separated from the 
normal commercial SMS-traffic. 

The Netherlands have a widely known and com-
monly accepted postal-code system. This divides 
the whole country in very small cells, of on average 
1.500 inhabitants. Almost every Dutchman knows his 
or her own postal code. It is this coding system that 
is the ‘default-setting’ in the SMS-warning system. 
People that would like to be warned by SMS in case 
of danger register in the system the postal codes of 
their home, their work or school, the school of their 
children. This is done in a very easy way by SMS 
or on the Internet. In the database the combination 
of postal codes and relevant mobile telephone num-
ber is stored (even when people switch provider). All 
kinds of coding can be used however. For instance, 
special codes can be used for specific professionals, 
like schoolteachers, shop-owners, doctors in speci-
fic areas: they can receive warnings and instructions 
that differ from the warnings for the general public at 
the same time. 

The local authority has an interface, in which all 
the geographic and professional selections can be 
made by a mouse click. The most common warning 
messages are prepared in advance and can also 
be selected with a click of the mouse when needed. 
The preparation of the messages is done to prevent 
mistakes or the sending of unclear messages in the 
hectic first moments of an incident. 

The system can send different types of SMS-messa-
ges. For urgent alerts the so-called flash-message 

Intelligent SMS as an effective public warning system: 
the inspiring results of a Dutch pilot project
Philip A. Feltzer

Managing Director Citizen Alert Services p.feltzer@citizenalert.nl

Abstract
The classic Dutch disaster-warning system (the ‘si-
ren’) is not as effective as it should be. The alarm is 
not heard by 37% of the population, not all the peo-
ple that hear the siren do take it seriously. A public-
warning system was developed based on so-called 
‘intelligent SMS’. This system was tested in 2004 
among 700 inhabitants of the city of Vlaardingen (re-
gion Rotterdam-Rijnmond). The University of Delft 
conducted an intensive evaluation.  The evaluation 
shows that use of SMS is technically feasible. It dimi-
nishes the part of the population that is not reached 
is by approx. 50%. The public is now not only warned 
that ‘something is going on’ but is informed by SMS 
of the nature of the threat and on what to do. The 
public perceives intelligent SMS as the most effec-
tive warning system. Based on the pilot, the disaster-
management authority of the region Rotterdam-Rijn-
mond, with some 1.2 million inhabitants, decided to 
structurally implement the system in the whole region 
in 2005.  

Keywords
Public warning system; SMS; Rotterdam-Rijnmond; 
Vlaardingen; Citizen Alert Services; Research; Pilot; 
Evaluation; effect; Risk Centre TU Delft

Introduction
During many incidents in The Netherlands in recent 
years it became more and more apparent that the 
existing public warning system is not as effective as 
it should be. The system comprises of computer-
steered sirens placed on strategic places all over the 
country. During more than one incident it became 
clear that a large part of the public did not hear the 
sirens. But it also turned out that people who did hear 
the siren did not take it seriously or acted in exactly 
the opposite way of what was intended. Research 
showed that on average 37% of the population did 
not hear the siren (de Hond, 2003) and that 61% did 
not know what to do when the siren was sounded 
(Sillem et al, 2004). By nature the siren could also not 
be heard by the 125.000 complete or partially deaf 
people in The Netherlands, the Dutch Ministry of the 
Interior therefore promised Parliament that a special 
warning system for this group would be implemented 
by 2003, but failed to live up to this promise.

Seeing this, a Dutch disaster-specialist and the lar-
gest provider of mobile messaging services in The 
Netherlands teamed up and combined their experti-
se. They formed a new company, Citizen Alert Ser-
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The system is seen as effective by the public and by 
the responsible authorities, structural implementation 
is welcomed. The system can also be used for more 
specific warnings in specific target groups, more spe-
cific risks or more defined areas.
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Public acceptance
95% of the participants in the pilot consider SMS to 
be a good or very good addition to the siren warning. 
84% has the idea that they will be better warned by 
the combination of the two systems than by the si-
ren alone. When asked which form of warning they 
would like to see, the Alarm SMS turned out to be the 
most popular warning system, which is mentioned by 
91% of the research group, followed by to 82% for 
the siren and 63% radio.   

Performance
Apart form a few start-up problems in the first few 
weeks of the pilot the system performed as plan-
ned. The pilot-experience also gave ideas for some 
further improvements, especially in the field of user 
friendliness. 

Professional acceptance
Both local authority of the municipality of Vlaardin-
gen and the Regional Disaster management-autho-
rity were very pleased with the performance of the 
system and the results of the evaluation. Based on 
the evaluation, the Board of the Regional Disaster 
management-authority decided to implement the 
system in the whole region with urgency. This was 
done in May, 2005. Some other municipalities and 
regions are still considering implementation.

Variations
Due to the success of the pilot, variations on the sys-
tem have been developed for specific other purposes 
in the public-safety-sector. For some institutions that 
have a high-risk-profile for terrorist attacks, a smal-
ler-scale warning system was developed with which 
users of that institution can be warned in a few se-
conds to evacuate or to stay away. The same can be 
developed for business parks or dangerous industry. 
The system is by now capable of spreading so-called 
regional weather-alarms, with which the population is 
warned for specific, dangerous forms of weather, like 
gale force winds. 

Conclusion
Due to the wide-spread proliferation of mobile pho-
nes, mobile messaging seems to be an interesting 
way to warn the public for upcoming dangers. Most 
people have their mobile phones with them, where-
ver they go. That they switch off their phones during 
some of the time is not a big problem: to get a war-
ning message across, 100% coverage is not absolu-
tely necessary. Because in case of real danger, peo-
ple will share information with others in their vicinity. 
Of course in that case it helps that people know what 
the threat is and what behaviour is advisable. 

The Vlaardingen pilot showed that public warning by 
‘intelligent SMS’ can reduce the amount of people 
that is not reached by the existing warning systems 
and that it can provide the public with information on 
the nature of the threat and the necessary action. 

heard the siren have more often read the SMS. This 
can be due to a higher sensitivity due to participating 
in the pilot, but it is not impossible that this is a struc-
tural effect.

The evaluation shows that among the participants in 
the pilot, the group that is not reached by the public 
alarm is diminished by approx. two-thirds. The siren 
alone does not reach 33% of the participants (slightly 
less than the Dutch average), with the combination 
of SMS and siren this group is reduced to 11%. This 
amount should be corrected for mobile telephone-

penetration, time of effective reading et cetera when 
generalized to the population as a whole. But then 
still an improvement of approximately 50% remains. 
Of the same importance is the fact that 79% of the 
population is now not only notified that ‘something is 
wrong’, but they are now informed on the character 
of the threat and they are given instructions for action 
at the same time.

effective delivery: to respond, people have to have 
read the message first of course. But the response of 
79% is the minimal score for ‘having read the mes-
sage’: the survey shows that not all participants have 
responded to all the messages they have read, and 
they also did not always respond immediately. The 
response time is given in the chart in the next page. 
Overall 58% of the target group responds within 10 
minutes, which means they must have read the mes-
sage earlier than that. As said, the survey (ex-post) 
shows that not all participants have responded im-
mediately after having read the message.

Combined coverage by SMS and Siren
The SMS-warning system is – in Holland - meant to 
be used in combination with the Siren system. In this 
way, a multimedia warning system is created.  The-
re is some evidence that there is a relation between 
‘reading the SMS’ and ‘hearing the siren’ and vice-
versa. People who have read the SMS have more 
often heard the siren as well and people who have 

Fig. 2: Cumulative Reactions

AlarmSMS

YES (79%)

(Did respond,  so must 
have read)

NO (21%)

(Did not respond, so  
maybe did not read)

Siren

YES (67%)

(Did hear siren) 
57% 10%

NO (33%)

(Did NOT hear siren)
22% 11%

Table 1: coverage by SMS and siren
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Fig. 4: Example of a merged map of maximum ts-
unami run-up from several scenario calculations. 
The run-up is computed using amplification factors. 
The bar height indicate the run-up heights, whereas 
the land color indicate the population density.
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Fig. 3: Example of tsunami scenario simulations used 
in the hazard analysis. Upper panel, initial surface 
elevation for a Mw8.5 scenario. Lower panel, snaps-
hot of the simulated wave after 1 hour 30 minutes.

The study regions include (i) Bali/Flores Sea region, 
(ii) The Banda Sea, (iii) Northern Sulawesi, (iv) Iri-
an Jaya, (v) South western Mindanao, and (vi) The 
Manila Trench and western Luzon Island (Figure 2). 
Results are presented for a selection of the above 
mentioned study regions. One example of a merged 
hazard map for a part of South East Asia is shown in 
Figure 4. The figure shows both run-up estimated for 
tsunami scenarios, as well as population densities. 
By overlying the run-up with the population density 
maps, the population exposure may be calculated. 
The exposure is an important first step towards esti-
mating the regional tsunami mortality risk.

  
Fig. 2: Seismicity in eastern Indonesia and the Phil-
ippines. The red boxes indicate the study regions.

A number of tsunami scenario simulations are con-
ducted. Initial wave heights for the tsunami scenarios 
are computed using a standard analytical dislocation 
model (Okada, 1985), combined with a smoothing of 
the sea surface discontinuities above the fault line 
(Pedersen, 2001). The wave propagation is modelled 
using the dispersive wave model GloBouss (Løvholt 
et al., 2009; Pedersen and Løvholt, 2008). Because 
of the large geographical extent of the study area, 
quantifying the tsunami hazard assessment has been 
scenario based, focusing on overall trends rather 
than details. Most of the scenarios are designed to 
closely resemble so called ‘credible worst case sce-
narios’, i.e. with magnitude equal to or slightly higher 
than the largest recorded earthquake within a given 
study region. An example of a tsunami scenario is 
shown in Figure 3. For a regional assessment of the 
shoreline run-up heights of each scenario, amplifi-
cation factors computed for plane waves are utilised 
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The 2004 Indian Ocean Tsunami has led to an incre-
ased awareness of tsunamis on a global level and in 
particular in South East Asia. Emphasis has been on 
awareness as well as on establishing warning sys-
tems, and to a less degree on tsunami hazard and 
risk mapping. Notwithstanding, there is a need for 
quantifying the hazard and risk as an instrument for 
decision makers on national and regional scales. This 
study is an extension of a previous tsunami hazard 
and risk study for the western coast of Thailand (Løv-
holt et al., 2006); focussing on the Philippines and 
eastern Indonesia. The hazard analysis presented 
here is based on parts of a range of projects, most 
notably the Global Disaster Report conducted for the 
International Strategy for Disaster Reduction (http://
www.preventionweb.net/english/hyogo/gar/), as well 
as the risk assessment for natural hazards and con-
flicts in South East Asia (Nadim et al., 2009).

Fig. 1: Historical tsunami events in South East Asia.

Historical tsunamis as well as seismicity and the as-
sociated tsunami potentials are used as the basis to 
select scenarios for the hazard analysis. An overview 
of the historical events is shown in Figure 1. These 
historical tsunami data are compiled using the online 
catalogues of University of Novosibirsk and NGDC/
NOAA, supplemented by seismic information by 
Engdahl (2002), Engdahl et al. (2007), and Villasenor 
and Engdahl (2007). In addition, the regional seismi-
city is investigated, and is displayed in Figure 1. 
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1. Introduction
Catastrophic events such as big earthquakes result 
when the earth‘s crust fails in response to accumu-
lated deformation. The accumulation of deformation 
results from ongoing processes of aseismic deforma-
tion of subcrustal rock associated with relative plate 
motions. Modern techniques of space geodesy, such 
as Global Positioning System now provide data of 
a quality, temporal and spatial not allowed by more 
traditional geodetic method. GPS can provide conti-
nuous information on three dimensional ground de-
formations that is important during earthquake occur-
rence and also hazard assessment. 

The most common approach in GPS data processing 
is static solution. This method is used to estimate 24-
hour average positions for each receiver. However, 
earthquake rupture process can rapidly switch de-
formation behaviour so the obvious disadvantage of 
using this method is that dynamics of rapidly evolving 
deformation event will not be discerned. In order to 
portrait detail deformation during the 2007 Bengkulu 

High-rate GPS data analysis during the Bengkulu (South Sumatra) 
earthquake and tsunami 2007 
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Abstract
We analyze SuGAR (Sumatran GPS Array) data du-
ring the earthquke by using kinematic technique of 
BERNESE 5.0 software. On September 12, 2007 two 
earthquakes hit the southern part of Sumatra near 
the capital of Bengkulu Province, Sumatra, Indone-
sia. The first earthquake Mw 8.4 at 11:10:26 UTC is 
located approximately 130 km Southwest from Ben-
gkulu city while the second (Mw 7.9) occurred ap-
proximately 250 km from the first one on 23:49:04 
UTC. The rupture initiated at the southeastern edge 
of a patch of the subduction interface and propated 
to the north.

The maximum horizontal coseismic displacement 
estimated from daily solution was 1.2m southwes-
tward and more than 0.6 m displacement toward 
southwest at Mukomuko. While in Bengkulu city the 
horizontal displacement was detected more than 0.7 
cm. We also detect 0.36 m and 0.04 m horizontal dis-
placements associated with the Mw7.9 and Mw7.1 
earthquake, respectively. 

Fig. 1: Tectonic setting and seismic history.
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Crustal deformation associated with earthquake oc-
currence is often divided into four phases: preseismic, 
postseismic and interseismic. This fourfold structure 
has been assembled from geodetic observations in 
many places: a complete cycle has never been ob-
served at any one location. 

GPS measurements are complementary seismologi-
cal data because they document the full earthquake 
cycle, including interseismic and transient postseis-
mic processes, as well as coseismic deformation 
(Segall and Davis, 1997). Detection of slow interseis-
mic strain accumulation is probably the best tech-
nique we have for identifying the location of future 
earthquakes in some areas, because elastic rebound 
requires elastic strain accumulation prior to earth-
quakes. Postseismic deformation studies exemplify 
how geodetic data can uniquely allow determination 
of aseismic fault behavior, which is essential to un-
derstanding the process of strain accumulation and 
release in a seismogenic region, constraining transi-
ent stress transfer and may provide insight into phy-
sical processes.

GPS measurements of surface displacement can 
thus be inverted to determine the geometry of earth-
quake rupture. Once the fault geometry is known, it 
is possible to determine the distribution of slip on the 
fault surface. Geodetic estimates of slip distribution 
complement seismic data in elucidating the earth-
quake rupture process. The radiated seismic wave 
field is dependent on the slip amplitude, rupture ve-
locity, and source time function, whereas the qua-
sistatic displacements depend only on the final slip 
amplitude. Therefore, a combination of seismic and 
geodetic data provides stronger constraints on the 
spatial distribution of slip and the temporal evolution 
of rupture than do seismic data alone.

The two most important earthquakes are those that 
occurred in 1833 and 1861. Newcomb and McCann 
(1987) conclude that the source of the 1833 earth-
quake was a 550km long segment of the subduction 
interface extending from Batu Island to Enggano Is-
land and the rupture extended from the trench to a 
point below the outer-arc island. They suggest that 
slip of about 4-8 m occurred on the interface. Zacha-
riasen et al. (1999) found in emerged fossil microa-
tolls of sea level changes associated with the 1833 
event. The pattern and magnitude of uplift are con-
sistent with about 13 m of slip on the subduction in-
terface and suggest a magnitude (Mw) of 8.8-9.2 for 
the earthquake.

The result of campaign-style GPS measurements 
(Prawirodirdjo et al., 2000) shows that the area of 
1833 rupture moved in the direction relative to the 
plate motion, which indicates that the subduction in-
terface is fully locked.

3. GPS data
Major earthquake cause static stress changes within 
the lithosphere that large enough to excite obser-
vable, deformation of earth’s surface. Space geode-
tic techniques by using Global Positioning System 
(GPS) for measuring surface displacements have 
advanced to the point where both the spatial and 
temporal characteristics of this point deformation can 
be described in detail.

GPS provides three-dimensional relative positions 
with the precision of a few millimeters to approxi-
mately a few centimeters over baseline separations 
of hundreds of meter to thousands of kilometers. The 
three-dimensional nature of GPS measurements 
allows one to determine horizontal as well as verti-
cal at the same time and place (Segall and Davis, 
1997).

Fig. 3: Time series of displacement at PRKB.

Bali, Borneo and the southwestern part of Sulawe-
si. The main structure of Sumatra trends northeast 
and comprises from southwest to northeast, the Java 
trench, the forearc ridge, the forearc basin, the Bu-
kit Barisan mountain chain and a Neogene foreland 
basin that covers most of northeast Sumatra (Hamil-
ton, 1979).

Along the west coast of Sumatra the oblique conver-
gence is partitioned into subduction at trench, which 
is nearly perpendicular to the arc and arc-parallel 
motion of forearc along the Sumatran Fault Zone 
(SFZ) (McCaffrey, 1991). The SFZ has been thought 
to accommodate most of the right-lateral component 
of the relative motion between the Australia and Eu-
rasia plates.

SFZ extends parallel to the trench and the volcanic 
chain, through the western portion of Sumatra, for 
more than 1600 km along the entire length of the is-
land from the Sunda Strait to the Andaman Sea in the 
north. McCaffrey (1991) further demonstrated from 
earthquake slip vector deflections and plate conver-
gence vectors that the forearc sliver plate located 
between the trench and the SFZ is not rigid but in-
stead undergoes arc-parallel stretching, requiring a 
northwestward increase in slip rate along SFZ.

Earthquake hypocentral distributions indicate that the 
subducting plate dips less than 150 beneath the ou-
ter ridge and steepens to 500 below the volcanic arc 
(Newcomb and McCann, 1987). In the 20th century, 
numerous magnitude greater than (Mw) 7 earthqua-
kes have occurred in the subduction zone and SFZ. 

earthquake sequence we analyze static GPS data in 
Sumatra by using kinematic analysis method

The 2007 M 8.4 Bengkulu earthquake is very impor-
tant in term that it contributes to our understanding of 
the occurrence of great subduction earthquake and 
to its implication to tsunami potential. The earthqua-
ke occurred on September 12, 2007 at 11:10:26 UTC 
and followed 12 hours later by another earthquake 
of Mw 7.9, 185 km SSE of Padang (Figure 1). The 
earthquake sequence continued during the next two 
days, including a Mw 7.1 earthquake on September 
13. This sequence occurred very close to the slip area 
of the 1833 great earthquake. Slip inversion analy-
sis of tide record indicates that the maximum slip of 
this even was 10 m with rupture of 350km long and 
200km large (Stefano et al., 2008). This rupture area 
is significantly smaller than that of the 1833 event. 
It appears that the area experiencing small slip has 
possibility of re-rupture in a future earthquake.

 2. Tectonic setting and seismic history
The Indonesian ocean lies along a highly oblique 
convergent margin between the Australian plate, 
which moves with a rate of 40 to 50 mm/year, and 
the Eurasian plate, which is relatively fixed (figure 
1). The regional tectonics has since been shown to 
comprise a large variety of phenomena associated 
with plate convergence i.e. seismogenic subduction, 
forearc deformation, shifting of plate boundaries and 
microplate tectonics. 

Tectonically, western Indonesia consists of the Sunda 
Shelf, which includes the islands of Sumatra, Java, 

Fig. 2: Distribution of SuGAr CGPS stations shown by black triangles. Red 
dots represent distribution of aftershock.
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Fig. 5: Horizontal postseismic displacement of the 2007 Sumatra earthquake.

Continuous GPS solutions at PRKB, one week from 
the earthquake shows 3.7 cm deformation the west 
and 4.9 to south, while from day 7 to day 14 (one 
week) indicate an additional 0.6 cm deformation the 
west and 1.5 to south, indicating a slowing postseis-
mic deformation with time.

Conclusion
The maximum coseismic displacement from GPS re-
sult was 1.7 m south-westward at South-Pagai Island. 
More than 0.6 m displacement toward southwest at 
Mukomuko, while at Jambi i.e. 500 km from the epi-
centre, significant displacement of more than 6 cm is 
still detected.

The 2007 earthquake did not rupture the whole sour-
ce zone of the 1833 event and poses a serious threat 
for a future big earthquake that will possibly occur in 
the unruptured area. 
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PRKB (200 km NNW from the epicenter), shows that 
the station moved approximately 1.71 m during the 
main shock and 0.21 m (table 1) during the aftershock 
about 100 days. While at LAIS, 150 km NNE from the 
epicenter, the horizontal displacement is 0.72 m du-
ring the main shock and 0.11 m (figure 4) during 100 
days of aftershock indicating a large rupture concen-
trated NNW from the epicenter.

Station Easthing (m) Northing (m)

BITI 0.001 -0.008

BTET 0.002 -0.025

JMBI -0.030 -0.049

LAIS -0.352 -0.630

LNNG -0.467 -0.392

MKMK -0.600 -0.501

MLKN -0.014 -0.004

MNNA -0.007 -0.052

PPNJ -0.540 -0.429

PRKB -1.396 -0.997

A static analysis of the September 12 data from the 
station with the largest horizontal displacement, 
PRKB (200 km NNW from the epicenter), shows that 
the station moved approximately 1.71 m during the 
main shock and 0.21 m (table 1) during the aftershock 
about 100 days. While at LAIS, 150 km NNE from the 
epicenter, the horizontal displacement is 0.72 m du-
ring the main shock and 0.11 m (figure 4) during 100 
days of aftershock indicating a large rupture concen-
trated NNW from the epicenter.

The first geodetic measurements of coseismic defor-
mation were made on the island of Sumatra during 
the course of triangulation survey (Prawirodirdjo et 
al., 2000). These data which indicate right lateral mo-
tion in NW-SE direction were later referenced by Ried 
as evidence for his famous elastic rebound theory of 
elastic cycle survey (Prawirodirdjo et al., 2000). The 
GPS network in Sumatra was initiated in 1989 (Bock 
et al., 2003) under 5 year GPS project in Sumatra, 
GPS Geodynamics Project in Sumatra (GPS-GPS).

To estimate coseismic and postseismic displacement 
we process 10 CGPS (figure 2) data of the Sumatran 
GPS Array (SuGAr) installed by the Caltech Tectonic 
Observatory www.tectonics.caltech.edu/Sumatra/
data.html from a week before until three months after 
the earthquake. 

The GPS data were processed using Bernese 5.0 
software (Beutler et al., 2007), with baseline proces-
sing using precise orbit and pole determinations from 
the CODE. The data were processed with cycle slips 
removed, tropospheric corrections, ambiguity reso-
lution and network solutions. We used 18 global IGS 
GPS stations to implement the ITRF-2005 reference 
frame in the GPS analysis.

4. Coseismic and postseismic placement
Time series at continuous GPS site PRKB is shown 
in Figure 3. Coseismic offsets of the CGPS sites are 
estimated by determining the best-fitting straight line 
to 7 days preseismic and 3 days postseismic portion 
of the time series.

A static analysis of the September 12 data from the 
station with the largest horizontal displacement, 

Fig. 4: Horizontal coseismic displacement of the 2007 Sumatra earthquake.
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This triggers the alarm in the Operations Room 
at BMKG to get the full attention of the operators: 
‘heads up’! At this time contact is made with Bengku-
lu BMKG station to get a quick situation report. Ben-
gkulu was significantly closer to the hypocenter than 
Padang. Felt intensities (on the Modified Mercalli In-

tensity Scale, MMI) are reported. After 4:07 minutes 
the earthquake location tool SeisComP 3, developed 
by GFZ Potsdam, delivers hypocenter location and 
magnitude. The seismic analysis tool developed by 
CEA (China Earthquake Networks Centre) follows 
seconds later. BMKG issues SMS messages contai-
ning the tsunami warning potensi tsunami being sent 
after 4:41 minutes and received by decision makers 

The sequence of aftershocks from 12 to 16 Septem-
ber 2007 following large earthquakes is displayed in 
figure 2. Earthquakes located in the very same area 
have been accumulated in intervals of 5 hours. As 
can be seen, the number of aftershocks is gradually 
declining.

The time line shown in figure 3 puts subsequent ob-
servations and actions taken at the BMKG Warning 
Centre into perspective. Shown here are BMKG’s 
activities after the main event at 18:10:23 WIB (West 
Indonesian Time) finishing with the ‘All Clear’ after 
a little more than two hours. In two minutes seismic 
stations are indicating that the seismic P wave arrival 
has been detected and that data is being processed. 

Fig. 2: Seismic activity following the main earthquake and large aftershocks (source 
BMKG).

Fig. 3: BMKG time line of the 12 September 2009 magnitude 7.9 earthquake.

aftershocks as shown in figure 1. It appears that 
seismic activity is migrating from SE to NE towards 
Padang, a distance of about 400km.

The map of West Sumatra shows the location of the 
main earthquake of 12 September 2007, origin time 
18:10 WIB (11:10 GMT) off the coast of Bengkulu. 
Large aftershocks are also plotted. All times refer-
red are in West Indonesian time (GMT +7 hours) 
and magnitudes correspond to Richter Magnitude. 

Arrowheads indicate the beginning of subduction of 
the Indo-Australian Plate beneath the Eurasian Pla-
te while the toothed line marks the Sumatra fault, a 
tectonic surface expression associated with the sub-
duction process.

Early Warning Experiences in Padang, Sumatra: The Bengkulu 
Earthquake of 12 September 2007

H. Letz1, H. Spahn2 , M. Hoppe2

1 Badan Meteorologi, Klimatologi dan Geofisika, Jakarta, Indonesia, letz@bmg.go.id

2 GTZ-International Services, Jakarta, Indonesia, Harald.Spahn@gtz.de, Michael.Hoppe@gtz.de

1 Background
On September 12 and 13, 2007, a series of large 
earthquakes originating from the Sunda Trench off 
the West coast of Sumatra struck Padang, the capital 
of West Sumatra Province. The first earthquake, at 
18:10:23 (WIB, Western Indonesian Time), was re-
corded at a magnitude of M 7.9 at BMKG Jakarta, 
the National Agency for Meteorology, Climatology 
and Geophysics.

The earthquake hypocenter was located offshore at 
4.44 degrees South, 101.37 degrees East, at a depth 
of 34km. The slant distance to Bengkulu was about 
130km, to Padang about 390km. This main event 
is the objective of this paper. However, this earth-
quake was followed by a series of medium to large 

Fig. 1: Map of West Sumatra, as released by BMKG, with epicentre location of the magnitude 7.9 
earthquake and main aftershocks.
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of those who performed some kind of evacuation 
action and those who did not, irrespective of what 
triggered these actions (i.e. ground shaking or ts-
unami warning). Section B examines the information 
respondents received regarding a potential tsunami 
threat and relates it to the respondents’ actions.

A. Respondent actions after the earthquake had 
ended
How many respondents evacuated? As figure 6 
shows the majority of respondents did NOT evacu-
ate at any time after the first earthquake. To an open 
question about what the interviewees did after the 
first earthquake had ended only 29 respondents ans-
wered that they evacuated while 9 respondents said 
they went away from the beach and 4 respondents 
stated to have gone to higher ground. The questi-
on recorded sequence of multiple (max. 5) actions 
for each respondent after the earthquake as well as 
the respective timing in minutes after the earthquake 
occurrance  In total 22 % of all respondents reacted 
with some kind of evacuation action to the potential 
tsunami threat. The majority of 78 % (158 respon-
dents) neither started evacuation nor went away from 
the beach or to higher ground.

What did those respondents do who did not eva-•	
cuate?

Information about potential tsunami

What percentage of respondents received the in-•	
formation about a potential tsunami? What were 
their source and channel of information? How 
long after the earthquake did they receive the 
information and how did they perceive its con-
tent?

2 Main Findings
The two crucial issues for tsunami early warning are 
timely dissemination of comprehensible information 
about a potential threat (i.e. warning and guidance) 
and appropriate reaction by communities at risk. The 
survey recorded both: it documented a sequence of 
actions after the earthquake for each respondent and 
recorded source and channel of information on ts-
unami potential as well as timing of reception and 
perceived content.

Section A summarizes the respondents’ actions per-
formed after the earthquake had ended in two groups 

Fig. 5: First generation of elevation zone and evacuation map 
of Padang as provided by the Padang Working Group.

‘First Generation Elevation Zone and Evacuation 
Map of Padang City’, (figure 5) and/or were within 
that area at the time of the first earthquake.

As stated by several sources, key informant inter-
views were conducted with representatives of diffe-
rent government and non-government institutions in 
Padang, the information varied largely. In conclusion, 
it seems that the mayor actually did call for evacuati-
on. The precise wording of the evacuation message, 
however, could not be clarified. The mayor of Padang 
announced guidance for evacuation to Padang citi-
zens around 15 minutes after the earthquake via FM 
radio in response to the tsunami warning.

The survey does not claim to provide representative 
results for all Padang City but is considered explo-
rative. It aims to approach the question of tsunami 
preparedness by providing answers to the following 
key aspects:

Respondents’ actions after the earthquake had 
ended

What percentage of respondents evacuated?•	

How long after the first earthquake did those who •	
evacuated actually start to do so?

in Padang, so shortly after the ground shaking. At the 
same time information from people who have felt the 
event at Padang, Lampung, Jambi (all locations are 
in Sumatra) and Jakarta (!) is received. 4:37 minutes 
after the initial shock TV and radio stations are provi-
ded with information which the pass on to the general 
public. Aftershocks are recorded and widely felt. After 
2 hours and 9 minutes the  ‘all clear’ message is issu-
ed and the Tsunami Warning cancelled.

As stated by several sources1,  the mayor of Padang 
announced guidance for evacuation to Padang citi-
zens around 15 minutes after the earthquake via FM 
radio in response to the tsunami warning.

As can be seen in figure 4, about 46 minutes after the 
magnitude 7.9 earthquake the tide gauge monitoring 
station located at Padang is recording a small tsuna-
mi with an amplitude of about 19cm peak-to-peak.

Around one and a half months later, from 29 October 
to 2 November 2007, GTZ IS-GITEWS conducted an 
explorative survey in Padang in order to shed some 
light on the experiences with the first earthquake and 
the subsequent tsunami warning information poten-
si tsunami. The survey used a standardized ques-
tionnaire to conduct interviews with 200 randomly 
selected citizens of Padang City who live in the “red 
zone” (elevation zone: 0-5 m in accordance to the 
1 Key informant interviews conducted with representatives of different government and non-government institutions in Pa-
dang. The information obtained from above sources varied largely. In conclusion, it seems that the mayor actually did call for 
evacuation. The precise wording of the evacuation message, however, could not be clarified.

Fig. 4: The tide gauge in Padang is recording a small tsunami at 18:56 WIB. 
The ordinate is scaled to 10cm intervals. Source BMKG.
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Reception of the information potensi tsunami – what 
was its source, channel, timing, and perceived con-
tent?

Figure 10 presents the results on information sour-
ce and channel, displays the time it took to receive 
the information and shows how the message con-
tent was perceived by the respondents. The warning 
came relatively quick. Radio, informal networks and 
TV were the main channels for warning reception 
and over half of respondents stated BMKG and fri-
ends and relatives as their source of information. 
The results regarding the perceived content of the 
information reveal that 85 % of respondents stated to 
have received information saying that there is a po-
tential tsunami threat (potensi tsunami). Within this 
group 21 % of respondents additionally “heard” that 
they should stay on alert. 

3 Conclusions
Only 22 % of the people interviewed in this survey 
reacted to the earthquake and information about a 
potential tsunami threat with evacuation/ moving 
away from the beach or to higher ground. Of those 
who moved, the majority did not evacuate in a time-
ly manner–considering the limited time for reaction 
with regards to a local tsunami threat. This indicates 
that the assumption that people would start evacua-
tion on their own initiative directly after strong ground 
shaking proves not to be true. 

Overall, the information about a potential tsunami 
quickly reached the respondents in the “red zone” of 
Padang City and was mainly received via radio, by 

The following looks at the group of respondents who 
did NOT evacuate nor went away from the beach/ to 
higher ground at any time after the first earthquake 
(78 %, see figure 9). The major reaction of respon-
dents in this group was to “stay on alert” (waspada). 
This answer was given by half of those who did not 
perform any evacuation action. Another 16 % within 
this group stated to have been “on alert and ready 
for evacuation” which they, however, never put into 
action. Finally, the remaining 34 % represent res-
pondents who showed other reactions, e.g. returning 
home to check belongings; meet friends, relatives 
and neighbours.

B. Information about Tsunami potential
In total, 70 % of all respondents reported to have 
received the information potensi tsunami. The right 
column of figure 9 shows that in each of the respec-
tive sub groups more than half of the respondents 
received the information about a potential tsunami. 
This is the case for those who evacuated/ went away 
from beach/ to higher ground, those who stayed on 
alert/ stayed on alert and were ready for evacuation 
as well as those respondents who performed other 
reactions.

Comparing the reception of tsunami information 
across the different sub groups, there seems to be 
no significant link between the reception of informati-
on and respondent reactions. The majority of respon-
dents (in each sub-group as well as in total) recei-
ved information about a potential tsunami. However, 
this information did not trigger a consistent reaction 
among the people interviewed during this survey.

Fig. 9: Actions of those respondents who did NOT evacuate, go away from beach/ to higher 
ground and reception of information on potential tsunami in the respective sub groups.

Some of the respondents who evacuated had initially 
already gone away from the beach or were on alert/ 
ready for evacuation; some contacted friends and re-
latives while others turned on TV and checked their 
belongings. Overall these cases provide an interes-
ting insight into respondent behaviour after the first 
earthquake. Figure 8 presents six examples.

These six cases only describe the behaviour of a 
small fraction of respondents who reacted with eva-
cuation to a potential tsunami threat–with conside-
rably varying reaction time. The majority of respon-
dents were far from reacting with evacuation to the 
potential arrival of a tsunami wave at the coastline of 
Padang City.

What did those respondents do who did NOT per-
form any kind of evacuation action?

How long after the first earthquake did those who 
evacuated actually start to do so?

The major tsunami threat to Indonesian coastlines is 
that of a local tsunami. Arrival times of the first wave 
can be as short as 20 minutes after the earthqua-
ke–as experienced in Aceh (2004) . Therefore the 
time that remains to start evacuation is extremely 
limited–only a few minutes. A closer look at the group 
of those who stated to have evacuated (15 %, 29 
respondents) provides an idea on the time after the 
earthquake that it took them to start moving to a safer 
place (see figure 7).

20 minutes after the first ground shaking at 18:10 
WIB, 14 of the 29 respondents who evacuated had 
left for an evacuation area. After 30 minutes 4 more 
respondents had begun evacuation, accumulating to 
62 % of all 29 respondents.

Fig. 6: What was the reaction of those receiving the Tsunami warning message?

Fig. 7: Timeline showing the minutes after EQ respondents (n=29) needed to start evacuating.

Fig. 8: Selected cases illustrating action time lines (in minutes) after the earthquake had ended
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3. The BMKG warning was not perceived as informa-
tion about an imminent threat which requires imme-
diate reaction. The wording potensi tsunami used by 
BMKG is correct from a factual or scientific point of 
view (as a tsunami occurrence is still not confirmed) 
but is apparently perceived by most people as infor-
mation that still needs to be confirmed before taking 
further action.

Only a minority of the respondents received informa-
tion from local authorities. As only few people “heard” 
evacuation guidance and understood they should 
move to a safe area, the questions arise whether 
(1) warning and guidance messages issued by local 
authorities are comprehensible and clear, and, whe-
ther (2) people at risk in Padang are familiar with tho-
se messages and know how to react once a warning 
and guidance message has been issued.

1. Many people only received the BMKG warning 
message via public TV / Radio / SMS or by word of 
mouth from friends, relatives and neighbours. BMKG 
warning messages do not provide any guidance nor 
suggestions or recommendations from official sour-
ces on how people should interpret the message and 
react.

2. The current BMKG warning scheme does not give 
any information about potentially affected coastal 
areas and the expected magnitude of the impact. 
This results in a high level of uncertainty for the peo-
ple at risk who have to decide whether to evacuate 
or not.

word of mouth within informal networks and televisi-
on. The content of the information, however, varied 
significantly.

Although the information about a potential tsunami 
threat (potensi tsunami) reached 70 % of respon-
dents, most of them only “stayed on alert” as they 
did not perceive the received message as a call to 
take further action for evacuation. This confirms that 
warning without clear guidance does not trigger a 
consistent reaction.

There are various reasons why respondents did not 
react in an appropriate way to ground shaking and 
information about a potential tsunami threat:

Fig. 10: Reception of information about potential tsunami – source, channel, timing, perceived content.

2 Any data related to time has to be handled with care since it appears difficult for anyone to recall exact timing more than a 
month after the event.
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Figures 5 and 6 show the inundation of Padang city. 
Using only SRTM data, there is almost no inundation 
(fig. 5). Using SRTM and HRSC data, the inundated 
area is much larger (fig. 6). 

Example for uncertainty in Tsunami Early Warn-
ing
Scenarios having the same epicenter but different 
rupture zones can lead to extremely different results 
in inundation: Figure 7 shows the inundation of Pa-
dang region generated by two sources which have 
the same epicenter and magnitude but different rup-
ture zones.

The tsunami modeling group of AWI developed a 
new approach [1] using multiple indicators such as 
epicenter location, magnitude of the earthquake, 
depth, GPS dislocation vectors, gauge arrival times 
and wave height at gauges simultaneously.

Unstructured meshes have several advantages: They 
allow for an accurate representation of complex do-
mains, especially the approximation of the coastline 
will be very exact in contrast to structured meshes. 

TsunAWI has been validated by benchmark expe-
riments as well as by comparing model results to 
tide gauge data, satellite altimetry and field measu-
rements of flow depth of the tsunami generated by 
the SumatraAndaman earthquake on 26 December 
2004.

Critical Point
A critical point in tsunami simulation is the data quali-
ty. Simulation results depend strongly on topography 
and bathymetry data. We conducted experiments 
using different topography data for the city of Padang 
(Indonesia). Scenario 1 uses SRTM topography data, 
Scenario 2 uses SRTM as well as highly accurate 
HRSC data for Padang city. Figures 3 and 4 depict 
the topography of both scenarios.

Fig. 2: Bathymetry of the mesh covering the 
Indian Ocean.

Fig. 3: Topography of Padang region 
using SRTM data.

Fig. 4: Topography of Padang region 
using SRTM data and HRSC data.

Fig. 5: Inundation of Padang city using 
SRTM topography data (Scenario 1).

Fig. 6: Inundation of Padang city using SRTM 
and HRSC topography data (Scenario 2).

h denotes the sea surface elevation and v the velo-
city. H is the reference depth, f is the Coriolis force, 
g is the gravitational acceleration, Cd is the bottom 
friction parameter and Ah is the viscosity parameter. 
The finite element discretization of continuity and 
momentum equation is based on Hanert et al. and 
uses piecewise conforming linear basis functions for 
elevation and nonconforming linear basis functions 
for velocity. Time discretization is performed by the 
leapfrog scheme.

As a last step, inundation processes will be included. 
Therefore, a moving boundary technique is utilized 
which uses linear extrapolation through the coastline 
into the dry region.

As a result, one obtains arrival times of the tsuna-
mi wave, sea surface heights as well as inundation 
maps.

A crucial issue in tsunami simulation which applies 
the finite element method is generating a mesh: The 
finite element method allows a flexible discretization 
of the computational domain. A coarse resolution of 
the mesh in the deep ocean and a higher resolution 
up to 100m in coastal areas can be obtained. The 
mesh is refined using the CFLcriterion and additional 
constraints on the bathymetry gradient:

Different meshes representing the whole Indian 
Ocean or parts of it are available. The meshes com-
prise bathymetry and topography data from:

GEBCO (1 arcmin resolution)•	

Sonne Cruise SO186 (400m res.)•	

Scott Cruise (20m res.)•	

sea maps•	

SRTM data (30m res.)•	

highly accurate HRSC data (50m res.) in Padang •	
city

Tsunami Modeling Achievements at Alfred Wegener Institute  

Claudia Wekerle1, Jörn Behrens1
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Introduction
The tsunami modeling group of Alfred Wegener Ins-
titute (AWI) is part of the GITEWS project (German 
Indonesian Tsunami Early Warning System) and is 
responsible for creating a database of precalculated 
tsunami scenarios of various magnitudes and epi-
center locations covering the Sunda Trench. In case 
of a tsunamigenic earthquake, sensor data (compri-
sing seismometers, GPS instruments, tide gauges, 
buoys and ocean bottom pressure sensors) will be 
evaluated. The most probable scenario will be selec-
ted and used to forecast arrival times and estimated 
wave height along the coast. For modeling the wave 
propagation and inundation we use the unstructured 
finite element code TsunAWI [3] based on nonlinear 
shallow water theory. 

Tsunami Modelling
Tsunami simulation consists of three basic steps: 
creating a source, wave propagation and inunda-
tion. A source can be computed either by applying 
Okada’s analytical formula or any other suitable in-
itial condition. In our simulations, we employ a me-
thod developed by A. Babeyko (GFZ), utilizing a 
number of micro patches. As input parameters one 
needs information about the moment magnitude of 
the earthquake and the epicenter; and for Okada’s 
method additionally the amount of slip, depth of the 
hypocenter and fault values such as strike, rake and 
dip angle (see fig. 1).

Wave propagation is calculated by solving the non-
linear shallow water equations:

Fig. 1: Fault plane.
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New national seismic monitoring network of Thailand 
will raise capability of earthquake mitigation and ts-
unami warning in the region.

Moreover, during 2008-2009, earthquake and tsuna-
mi database together with information of buildings in 
risk area will be compiled in GIS and will apply to 
assess the damage causing by scenario earthquake. 
HAZUS software from FEMA will be utilized as a first 
step to support short term and long term plan for bet-
ter  management of natural disaster in Thailand.

National Earthquake Monitoring for Tsunami Early Warning

Burin Wechbunthung1, Sumalee Prachuab2

1 Seismological Bureau,Thai Meteorological Department, Thailand, burin_tmd@yahoo.com

2 Seismological Bureau,Thai Meteorological Department, Thailand, sumalee_tmd@yahoo.com

After the great Sumatra Earthquake on December 26, 
2004, all suffered countries from Tsunami have paid 
more attention to upgrade their own national seismic 
monitoring  system in order to serve more efficiency 
for tsunami early warning. Consequently Thai Mete-
orological Department set up new seismic monitoring 
network which can be divided into 2 phases during 
2004-2009. The first phase is now ready in operation 
with 15 stations for weak motion and strong motion 
monitoring. In addition 6 individual accelerograph  
stations were installed in the western and central part 
to monitor strong ground motion nearby active fault 
and to study site amplification. Broadband sensors 
Trillium 40 and Trillium 120 were installed in first pha-
se, when earthquake occurred, data will continuously 
send using internet communication via IP star (sa-
tellite link) to Thai Meteorological Department:TMD 
in Bangkok. At present it takes few minutes to ana-
lyze automatically to determine location, magnitu-
de, occurring time of earthquakes outside country 
especially epicenter at Andaman sea, Sumatra and 
neighboring countries by using 2 popular software 
called Earlybird and Seiscomp3. This  system is able 
to exchange data  internationally via  naq server, liss 
server and  seedlink  server. More than 30 stations  
from  different countries in the Indian Ocean  and 
from global networks (Malaysia, Indonesia, Philippi-
nes, Australia, Taiwan, Japan, Africa, IRIS, USGS, 
Geofon) are retrieved continuously in near real time 
through internet. The  automatic result of position and 
several analyzed magnitudes (Ml, Mwp, Mb, Ms, Mw) 
are quite reliable and convenient to help decision of 
tsunami warning and canceling message.

Second phase of earthquake monitoring upgrading  
is in the process of installing which will be completed 
in 2009. The system will integrate all stations in first 
phase, then totally the whole national seismic net-
work of Thailand will consist of 40 seismic stations, 
26 accelerograph stations, 4 GPS stations and 9 
tide gauge  stations (4 in Andaman sea, 5 in Gulf of 
Thailand). Similar to the first phase, most of stations 
will send data via IP Star, satellite internet link and 
5 fixed IP of VSAT link. After major earthquake  or  
local earthquake occurred, several messages and 
announcement will instantly disseminate to agencies 
concerned, mass media (TV, radio stations), people 
at risk area via SMS, fax, siren towers and Seismolo-
gical Bureau web site.
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Fig. 7: Initial conditions and inundation of two 
scenarios having the same epicenter but diffe-
rent rupture zones.

Multisensor Approach
Tsunami scenarios computed by TsunAWI are stored 
in the Tsunami Scenario Repository. In order to give 
a reliable prediction in case of a tsunami in very short 
time, the most probable scenario will be selected and 
serves as a forecast. Traditional approaches rely on 
seismic data such as epicenter, depth and magnitu-
de. If a certain threshold is reached, a warning will 
be issued. This method works well in the far field, 
but leads to wrong predictions and false warnings 
in case of near field tsunami forecasts, especially in 
Indonesia where there are extremely short forecast 
times.

Conclusion
The tsunami simulation software TsunAWI gives ac-
curate estimates of arrival times as well as inunda-
tion results. The multisensor approach allows a fast 
and reliable nearfield tsunami early warning.
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Fig. 1: Phuket Map with Location and Orientation of Key Beaches. The direction of the incoming 
2004 Indian Ocean Tsunami waves is indicated. Base Map and Cut-outs Courtesy of GoogleEarth 
2009.

Phuket Island
Phuket is an island of about 50 km by 20 km in the 
Andaman Sea west of Krabi in Thailand. Figure 1 
shows the aerial view of the island, with the principle 
beaches discussed in this paper identified and high-
lighted. In addition, the approximate arrival direction 
of the tsunami wave is also shown so that the diffe-
rent effects on the beaches discussed later may be 
appreciated.

Current Work
Current work, reported here, concerns evaluation of 
some specific beaches in Phuket in respect of the 
size, shape, orientation and shelving, gradients and 
features of surface and local seabed. Of particular 
interest are the horns of these beaches and of the 
very different consequences for each of the selected 
beaches in respect of the December 2004 tsunami.

The principle beaches concerned are Surin Beach, 
Kamala Beach, and Patong Beach. It is clear that, 
although adjacent, being separated by low steep 
hills, these were all affected in very different ways, 
especially in respect of the seriousness of the con-
sequences for people and property. Nai Yang Beach, 
close to the airport was also considered, along with 
Rawai Beach on the Eastern side of the island, which 
received the reflected wave from Krabi.

It is intended that the lessons learned from this work 
be applied to other locations in Thailand, Indonesia, 
Sri Lanka and India, and in due course elsewhere in 
the world.

The Uniqueness of Adjacent Beaches for Tsunami Mitigation  
Efforts - A Case Study from Phuket, Thailand
R. Zobel1, H. Dürrast2. P. Tandayya3

1 Prince of Songkla University, Hat Yai, Thailand, r.zobel@ntlworld.com

2 Prince of Songkla University, Hat Yai, Thailand, helmut.j@psu.ac.th

3 Prince of Songkla University, Hat Yai, Thailand, pichaya@coe.psu.ac.th

Abstract
It is clear that DEWS will provide advanced infor-
mation of impending tsunami arrival at beaches and 
coastal areas around the Indian Ocean. It is pro-
posed in this paper that simulation of the possible 
effects of such tsunami from a variety of locations, 
directions, and magnitudes be carried out. This can 
be used in conjunction with the tsunami warning from 
the DEWS system, to predict the likely specific con-
sequences for beaches, initially in Phuket, but later 
for other locations in Thailand and for other countries 
likely to be affected.

Introduction
In the aftermath of the 26 December 2004 Indian 
Ocean Tsunami, it was observed, that the waves had 
different impact at three different beaches in Phuket, 
Thailand, the "Pearl of the Andaman" [1] 

The best known and most popular is Patong Beach, 
where many tourists and local people died or were 
injured. It is a wide curved beach, with a shallow sea, 
suitable for safe swimming, because it is only gently 
shelving. The smaller Kamala beach, north of Patong, 
is similar in this respect. Both suffered severely from 
the tsunami. However, Surin Beach shelves steeply 
in a series of steps, from a shelving beach, reached 
from a small car park and restaurant, itself about a 
meter above the sand. Relatively little damage was 
done here [1].

These details show that each beach is unique and 
must be considered separately, even at relatively 
short geographical distances, like in Phuket. This 
uniqueness has direct implications for run-up model-
ling and simulation, for tsunami mitigation efforts and 
consequently for insurance purposes; especially for 
Phuket, and for Phang Nga and Kao Lak further nor-
th, where many hotels and resorts are located close 
to the beaches and the land behind is quite flat.

Similar situations can be found in countries around 
the Indian Ocean, particularly in Indonesia, Sri Lan-
ka, and Southern India.
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sediment underneath the yellow sand to the South of 
the beach. This is only possible because of the flat-
ness of the entire beach and village area. It is desira-
ble to consider what additional measures, particularly 
in respect of planning and building regulations might 
be considered for the future [2, 3, 4]. The parts of 
the village at both sides of the main road joining the 
beaches to the South and North of Kamala Beach 
are also flat and were flooded by the tsunami. Howe-
ver, roads to the South and North of Kamala provide 
steep hills which can give easy escape access, if gi-
ven sufficient warning from DEWS.

Patong Beach
This is the main and most popular tourist beach on 
the island of Phuket. It has a fine sandy shore, slight-
ly curved, with a length of about 1.5 km, as illustrated 
in Figure 9 and 10. The beach area has only a mo-
dest slope, which leaves it open to tsunami attack. 
However, fortunately, the area behind the beach road 
has small roads (soi) at right angles to the beach, 
with significant upward slope at leading to the main 
town areas. Thus, tsunami warnings signs indicating 
escape routes can be quite effective. Both ends of 
the beach have steep roads leading uphill to adja-
cent beaches [5].

There was a further danger, however. The tsunami 
arrived from a West-Southwest direction protected 
by the Southern horn of the beach. This gave rise to 
a reflection from the shore towards the Southern end 
of the beach and then back out to sea (Figure 11). 
There is also a rocky seabed feature, clearly visible 
in the video taken from the Southern heights of Pa-
tong Beach at the time of the tsunami. It is our view 
that these are what gave rise to the very dangerous 
large vortex clearly shown in the video from about 10 
minutes after the arrival of the tsunami.

Thus, the three adjacent beaches Surin, Kamala, and 
Patong exhibited very different hazards and charac-
teristics. These are due to the different size, shape, 
and orientation of the beaches to the tsunami arrival 
direction, in addition to their shelving characteristics 
and their shape, especially of the beach horns. Ra	

This is vital, since the area is so flat and the new 
school is probably the only reachable safe haven in 
the area. It is also noticeable that only a few other 
buildings in the village are two or more storey, the 
remainder have been restored as single storey buil-
dings, providing little or no protection as in 2004. 

The canal entering the beach from the village also 
alters the flow of water to the sea (Figure 8). It is 
not yet clear whether this had any significant effect 
during the tsunami. However, there is significant grey 

Fig. 6: Northern End of Kamala Beach.

Fig. 7: Rebuilt School at Kamala.

Fig. 8: Canal Entering Kamala Beach.

Fig. 9: Southern Aspect of Patong Beach.

beach protected the shore due to the angle of attack 
of the tsunami as shown in Figure 3. The rocky shore 
here would have had overtopping, but significant re-
duction in force and flow gave significant protection 
as seen in Figure 3.

Figure 4 illustrates the combined aerial view of Surin 
and Kamala beaches.

Kamala Beach
Kamala Beach was probably the most severely da-
maged beach and village on Phuket. This is due to 
its orientation at right angles to the arriving tsunami 
wave (see Figure 4). This was further exacerbated 
by the very flat seabed, the flat local beach, and the 
littoral behind the beach area, through the village, to 
the main road and to the area on the inland of the 
main road, as shown in Figures 5 and 6.

The tsunami flattened the local school, leaving only 
the concrete base. The school has now been rebuilt 
as a strong multi-storey building, which can provide a 
safe refuge and haven for the school pupils and other 
people fleeing from a tsunami after a DEWS warning 
(Figure 7).

Surin Beach
This beach has interesting features in that it has si-
gnificant shelving in steps of alternating shallow and 
steeper angles of fall, from the restaurant/car park 
area above the shore to the surf area, as shown in 
Figures 2 and 3. This has several consequences. 
First, the beach is relatively safe for swimming du-
ring the peak tourist season (December to March). 
Outside this period, it is unsafe to swim because of 
the undertow, especially during the tidal period whe-
re the waters edge coincides with the steeper slope. 
When this occurs, the swimmer will arrive onshore 
and try to land on a fluidized bed of seawater and 
sand particles. R. Zobel has experiences with this in 
person and is aware of the difficulties of a successful 
landing.

However, the positive side of this is that from the sea 
surface to the car park/restaurant level is several me-
tres, resulting in relatively little damage to property, 
personnel, and facilities. In particular, it was obser-
ved that some open structure beach bamboo huts, 
used for lunch and evening meals were still undama-
ged and still in place four weeks after the tsunami. It 
is interesting to observe that the Southern arm of the 

Fig. 2: Surin Beach from Nok Restaurant.

Fig. 3: Surin Beach, showing shelving sand and the 
Southern arm.

Fig. 4: Aerial View of Surin and Kamala Beaches.

Fig. 5: Kamala Beach from the Beachside Accom-
modation.



88 Lessons Learned - From Concept to Demonstrator 89Proceedings DEWS Midterm Conference 2009

Local Observations
Observations from local Thai people have provided 
useful information. Recently, sand samples have 
been taken from these beaches to ascertain their 
characteristics of density, roughness, and particle 
size and distribution for modelling purposes [6, 7, 8]. 
Observations of slope and shelving of beaches and 
of the horns of ends of the beaches have been made 
to ascertain their current and future susceptibility to 
approaching tsunami [9, 10, 11, 12, 13].

Modelling and Simulation
Bousinesq and RANS approaches and their relevan-
ce to the proposed studies are being considered, 
using a large number of parallel PCs for simulation 
studies. Such facilities may be made available in 
undergraduate teaching laboratories in Hat Yai and 
Phuket overnight, after improvement in local con-
nectivity. The public availability of cfd software for 
these purposes is an encouraging development, as 
are further developments of variable mesh size re-
presentations for run-up simulations. 

Of particular interest are cfd model considerations 
for various aspects of pickup, carriage, and deposit 
of sand at high Reynolds numbers, and the effects 
of such sand transport on consequences for beach 
damage and inundation [13].

Equations for Sand Transportation  
The basis of equations and approximations will be 
initially obtained from existing papers and sources 
[9, 10, 14]. In respect of this, use of existing estuari-
ne approaches of silt carriage and deposit are being 
evaluated. Further, existing reported work on mo-
delling and simulation of sand storms in deserts and 
on industrial fluidized bed systems also needs to be 
considered [8].

Verification and Validation
We propose the use of existing simulation results 
at high Reynolds numbers for initial validation, and 
are also considering the use of local flume and wave 
basin facilities for experimental model validation, alt-
hough it is recognised that scaling may not be appro-
priate at such high Reynolds numbers.

However, recent work by Moore [17] suggests that 
hydrological inferences may be drawn from studying 
sediments from the 2004 tsunami along the Sumatra 
Coast of Indonesia. This could lead to study of similar 
deposits from the relatively undisturbed beaches in 
the North of Phuket, in Phang Nga and Kao Lak on 
the mainland to the North of Phuket and also per-
haps in Similan islands offshore to the West of Phang 
Nga, and the Sea Gypsy Peoples’ Island where tribal 
memory of previous tsunami exists, and other histo-
rical data may also be useful. 

Further, Takahashi [18] suggests using a hydraulic 
approach to modelling of sediment transport due 

The Southern end of the beach exhibits a significant 
horn, from which mussels and cockles are collected 
by local people at low tide (Figure 16). This horn pro-
tected the beach from the tsunami arriving from the 
Southwest but overtopping will have occurred.

Figure 17 shows the Northern end beach, exhibiting 
significant shelving and a step of around 1m to the 
area inland. These aspects fortunately protected the 
airport behind, and allowed author Zobel to land sa-
fely three days after the tsunami attack.

Fig. 15: Aerial View of Nai Yang Beach

Fig. 16: Nai Yang Beach Southern End Showing Ex-
tensive Horn.

Fig. 17: Nai Yang Beach Northern End by the Air-
port

Figure 13 shows a typical beach scene, exhibiting 
a large offshore island, which also gave protection 
to this beach area. Long- tailed boats provide both 
fishing and a variety of services for tourists. It also 
shows that the beach has significant shelving. Figure 
14 also indicates that the restaurant and shopping 
facilities stand at least 1 metre above the sand at the 
top of the beach.

Further to the North, there are several major Thai 
restaurants near to the Zoo of some considerable 
quality and reputation. These suffered substantial 
damage, particularly to the tables and chairs. These 
have now been replaced and normal service resto-
red. However, at the time it was evident that much 
beach sand was brought into the restaurant and out 
onto the road, at the same time reducing the width of 
the beach. 

Nai Yang Beach
This beach is on the West of the island and South of 
the Airport (Figure 15). It is relatively undeveloped 
and popular only to those who are willing to travel to 
visit it from the south of Phuket. It is a beach of two 
halves. The Southern half is a lovely tourist beach 
with a good number of excellent small Thai fish and 
seafood restaurants. 

Rawai Beach
Rawai Beach is on the South Eastern part of Phuket. 
It faces the mainland shore of Krabi (Figure 12). It 
is very popular with both tourists and local Thai re-
sidents due to many excellent fish and seafood re-
staurants along the shore. As such, it received the 
reflected wave from the shore of Krabi, which was 
consequently of lower amplitude than that received 
on the Western side of the island. Nevertheless, it is 
desirable to consider the consequences.

Fig. 10: Northern View of Patong Beach.

Fig. 11: Arial View of Patong Beach

Fig. 12: Aerial View of Rawai Beach.

Fig. 13: Rawai Beach with Protective Offshore Is-
land.

Fig. 14: Rawai Beach from Beach Restaurant.
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added, as well as alerts received from the population 
by emergency service call centres. This information 
is processed, and by means of simulators and data-
base information, the current and forecasted impact 
on population and property is assessed. 

The results are provided to the authorities by means 
of a Common Operational Picture (COP) enhanced 
with an alert level. 

The added-value consists of providing clear, concise 
and consolidated information from a variety of sour-
ces to authorities dealing with these incidents and 
their consequences. 

Module 2: Warning the Population
Warning the population - allows authorities to warn 
the population quickly and through several media 
routes simultaneously. 

A single tool, through a simple interface allows autho-
rities to create and define warning message content, 
broadcast areas and time durations. A simple click on 
a button and the warning message can be received 
by potentially millions of citizens within minutes.  

The warning messages give information on the inci-
dent and on the action which people should take (for 
example, to go inside, close windows etc.). The initial 
messages can also redirect people to other sources 
(TV, radio, web sites) from which to obtain further in-
formation and advice.

Within the scope of the project, tests with sirens, di-
gital radio, digital TV and GSM (cell broadcast tech-
nology) were conducted, but many other channels 
could be used such as satellites, over-road gantry 
signs and web sites could be utilised. 

The Chorist Warning System (CHOR-WARN) Communication to  
Citizen, in case of an emergency

Wim van Setten

SPMM - Stichting Platform Mobile Messaging, Amsterdam, The Netherlands, wim.van.setten@spmm.org

The Project and its Aims: 
Disasters, either from natural or industrial origins, 
have long harassed us. Though prevention is the key 
to limiting the effects of these events on population 
and property, the efficiency of the reaction to disas-
ters can often be improved if the affected population 
can be warned before a disaster occurs: This is the 
‘early warning’, which is the central concept to which 
the technologies proposed by CHORIST apply. 

CHORIST is a research project active between 2006 
and 2009, involving 16 partners from 8 European 
countries. It studied various technical solutions in the 
domain of early warning. The technical proposals are 
aimed at both saving lives and easing the work of 
the authorities in case of major natural or industrial 
disasters.

The Chorist system consist of 3 integrated modules: 
Situational Awareness, Warning the Population and 
Rapidly Deployable PMR Systems - Tools developed 
in CHORIST aim at providing more information to 
authorities and to the population. 

These three modules were developed, integrated 
and tested in the frame of the project: 

Module 1: Situation Awareness 
Situation Awareness - provides an overall real-time 
picture of events with an assessment of the conse-
quences on the population and on property. This in-
formation helps authorities to make decisions. 

Module 1 collects information from existing national 
or international agencies which monitor and forecast 
natural hazards (e.g. extreme weather, volcanoes, 
earthquakes), and from chemical and nuclear indus-
trial areas. Information from dedicated sensor net-
works (like those monitoring river levels) can also be 
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to tsunamis to obtain better modelling and simula-
tion of tsunami run-up in shallow waters. This would 
help to predict consequences for specific beaches 
with consequent better planning to minimise death, 
injury, property damage and financial loss for future 
events.

Conclusions
Consideration of the use of these models and simu-
lations in respect to DEWS warnings and immediate 
predictions of likely effects on specific beaches on 
the West Coast of Thailand are the principle aims 
of this work. It is clear that the beaches considered 
each have geographical features with significant con-
sequences for the survival, and damage to property 
due to tsunami. It is also clear that the direction of 
arrival of the tsunami as well as its amplitude is vitally 
important to the resulting consequences for local in-
habitants, visitors, and property [15, 16].

By modelling and simulating the probable conse-
quences for each beach, of tsunami of varying am-
plitude arriving from different directions, it would be 
possible to more accurately provide advice for spe-
cific beaches after receipt of tsunami warnings from 
the DEWS system. This would make the real-time 
DEWS system more effective at a local level. Further, 
such studies might also suggest methods for impro-
ving effective defences at a local level [3]. 

Literature
[1] R.N. Zobel, H. Duerrast and P. Tandayya, Model-

ling and Simulation of the Impact of Tsunami Waves 
at Beaches and Coastlines for Disaster Reduction 
in Thailand. Invited paper in Int. J. of Simulation, Vol. 
7, No 4-5. UKSim, Nottingham, 2006, pp 40-50.

[2] P. Warnitchai, The 26 December 2004 Tsunami Di-
saster in Thailand: Experiences and Lessons learned. 
Proc. of the 5th Workshop on „Safety and Stability 
of Infrastructures against Environmental Impacts“, 
December 5-6, 2005, De La Salle University, Ma-
nila, Philippines, Organized by ‚The Japan Society 
for the Promotion of Science‘, 2005, pp. 1-16.

[3] NTHMP, Designing for Tsunamis, National Tsunami 
Hazard Mitigation Program, NOAA, USGS, FEMA, 
NSF, Alaska, California, Hawai, Oregan, and Wash-
ington, NOAA, USA, 2001, pp. 1-71

[4] D.W. Iwan (ed), Summary report on the Great Su-
matra Earthquakes and Indian Ocean Tsunamis of 26 
December 2004 and 28 March 2005. Earthquake 
Engineering Research Institute (EERI), Oakland 
California. 2006, 100pp.

[5] The Nation, Tsunami warning systems up to stan-
dard. The Nation Newspaper, 27 December 2007.

[6] F. Debroux, M. Prakash and P.W. Cleary, Three-
dimensional modelling of a Tsunami interacting with 
real topographical coastline using smoothed par-
ticle hydrodynamics. 14th Australasian Fluid  Me-
chanics  Conference,



92 Lessons Learned - From Concept to Demonstrator 93Proceedings DEWS Midterm Conference 2009

to receive and provide information to and from the 
authorities. 

Existing monitoring agencies (weather, earthquakes, 
volcanoes…), sensor networks (e.g. along rivers) 
and emergency call centres provide real-time infor-
mation as well as forecast about the situation on the 
environment.

The Chorist system consists of three integrated 
modules:
Module 1 (Situation Awareness) analyses this inco-
ming information, performs some filtering on it, and 
then provides a compact picture of the situation to 
the authorities. This picture comes with forecasts, eit-
her provided along with the input data, or calculated 
by Module 1 itself: this information is augmented with 
an assessment in terms of risks on the population, so 
that the decision making is easier. 

Module 2 (Warning the population) allows authorities 
to warn the population (resident or not) through Digi-
tal Audio Broadcasting (DAB), Digital Video Broad-
casting (DVB), GSM (cell broadcast technology) and 
sirens. Messages can be tuned based on templates; 
and the locations for message transmission and re-
ceipt is adjustable. Citizens are warned immediately 
and then directed to other sources of information. 

Module 3 (rapidly deployable PMR systems) provi-
des field units with video and data services. These 
tools will allow both field units and control room dis-
patchers to be better informed. Two technologies are 
proposed:

an ad-hoc mesh network based on LTE/WiMAX •	
technologies

TETRA TEDS base station and terminal •	

MODULE 1: Situation Awareness 
The JAVA-based situation awareness tool first classi-
fies the input information following semantic and th-
reshold-based rules and provides results in a tabular 
presentation. In the event that an incident is detected 
and making use of this stored raw data, a neighbour-

Given these intrinsic problems, the enhancement of 
the quality of the information provided by the sensors 
and the efficiency of the sirens network will still not 
solve all the problems: 

A disaster may be bigger than planned for in the con-
tingency procedures, and the threat may expand far 
beyond the area where dedicated warning systems 
are installed. For instance, the Chernobyl explosion 
released radioactive material over most of Europe. 
Thus, multi-country aspects have to be solved. 

Multiple hazards may occur at the same time in the 
same area, and their combination may not be detec-
ted, or even if they are, their combined impact may 
not be evaluated correctly: for instance, in the case 
of a high-speed wind blowing over a chemical plant 
where toxic gas is diffused into the atmosphere. 
Thus, multi-hazards aspects have to be addressed.

An opportunity to expand the area where warning 
messages are received is by the use of mass-media 
telecommunication or information systems (TV, mo-
bile phone…). Another enhancement plans to use 
several of these means in parallel to reach more peo-
ple, wherever they are and whatever they are doing. 
Thus, multi-channel aspects are seen as a key en-
hancement. 

Being warned in time usually means being able to 
reduce the impacts of the incident on population and 
property, but these impacts will not be eradicated 
completely: the quick reaction of the authorities to 
evacuate, to provide first-aid, to secure areas and to 
organise long-term operations are key points in da-
mage limitation. This starts by authorities being in-
formed about the initial effects of the incident, and 
more generally on the situation. Rapidly deployable 
networks for first responders are one of the techni-
cal solutions to reduce the impacts of disasters on 
population and property. 

Overview of the Chorist solutions
The logic which underlies the technical solutions set 
up to address the problem of providing information to 
authorities and to the population is the watch-decide-
act chain: observe and assess what is happening – 
decide what to do - act. 

The system architecture consists of the 3 modules 
already introduced: 

Module 1 observes the environment and provides a 
picture of the situation to the authorities, along with 
an assessment on the risks.

Module 2 allows authorities to warn the population 
through several media in parallel. 

Module 3 is a rapidly deployable telecommunicati-
on system for field rescue teams which helps them 

Fig. 2: Call Centre

The added-value for authorities is to provide the me-
chanisms for timely, appropriate and efficient warning 
of the population. Decisions on message content 
whether or not transmit and to whom, will still require 
the application of professional judgement however.  
Overall, though, the population can be better warned 
and informed and lives can be expected to be saved 
as a result. 

Module 3: Rapidly Deployable PMR Systems
Rapidly deployable PMR systems - allows both field 
rescue and support teams in control rooms to get 
more information on the situation. 

Two complementary technologies are proposed for 
field rescue teams to exchange information with their 
control rooms. Both allow the rapid transfer of all the 
information needed for the emergency services to 
work more efficiently and effectively. 

The TETRA TEDS standard enhances the huge 
existing TETRA infrastructure and terminals used by 
millions of public safety end users, similar to what 
was the 2.5G revolution in the public mobile phone 
networks. 

Rapidly deployable broadband MESH systems incor-
porate the latest developments in ad-hoc networks. 
Terminals automatically connect together in a peer-
to-peer structure, thus allowing the radio network 
to expand its coverage area as it grows in terminal 
numbers. 

Cooperation with End Users
The most valuable activity with end-users consisted 
of setting-up a User Advisory Board (UAB): a commit-
ted group of Civil Protection (CP) professionals from 
various countries and fields of activities helped the 
CHORIST consortium to design their tools by provi-
ding them with feedback and advice. Considerable 
research has been carried out to understand long-
term user requirements and demand for information. 
Feedback on the concepts of the project has been 
positive. Field tests conducted in Catalonia (Spain) 
indicated that, though the prototypes provided limited 
functionality, the concepts themselves were accep-
table to professional users as adding value to their 
work. 

Context: Disasters and Early Warning
Despite her nickname of ‘Mother’ Nature, it has long 
been understood that sometimes, in some places, 
she can show a less maternal face: earthquakes, 
volcanoes, tsunamis, drought, tornados, winter 
storms, forest fires, floods… are events which many 
of us may have to face. The Industrial era has added 
other threats such as chemical or nuclear leakage 
or dam failures. Such incidents occur daily around 
the globe and all too often the consequences can be 
severe in terms of loss of life and damage to or de-
struction of property. 

Early Warning Systems to warn the population in the 
event of one of these natural and industrial disas-
ters have evolved over the years: The basic functio-
nalities of such systems consist of (1) detecting the 
event and (2) quickly warning the people. Some de-
dicated systems have been developed and deployed 
for volcanoes, earthquake and tsunamis; the detec-
tion element is not perfect, and further studies still 
have to be performed, but they have proven to be 
effective in many situations. Industrial risks, resulting 
from human activities are more easily detected, and 
where systems exist, the early warning of the popula-
tion has proved to be efficient. However, there are still 
many examples where an incident can be detected, 
but there are no means to warn the people at risk.

Early Warning, is to contact the population as soon 
as possible in case of a major incident which may 
impact them: to be efficient however, this works best 
if people are well prepared and trained to react to 
the warning messages they receive. Awareness of 
potential threats and of the actions to be carried out 
in case one of them occurs are key requirements to 
make Early Warning systems effective. Moreover, the 
infrastructures have to be built to reduce the impacts 
of the incident (such as shelters for hurricanes, eva-
cuation routes for volcanoes…). Thus, the foundation 
for Early Warning is effective preparation.

However, early warning systems monitor one threat 
and they alert the population in a small area. There 
are dedicated systems for tsunamis with earthquake 
sensors, and usually sirens installed along the sea 
shore. Around chemical plants, warning systems are 
installed which are able to warn people a few kilome-
tres around the plant. 

Fig. 1: The three-phase disaster time model
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the second one decides what message to send, •	
in which area and through which channels; 

the third one actually creates the messages de-•	
pending on the specificities of each channel, and 
triggers their transmission to the population.

The MCD consists of a web server which can be ac-
cessed simultaneously by people in different loca-
tions through the Internet or an Intranet via a light 
Firefox web client. 

The content of the message has the following struc-
ture: 

Alarm level (‚alarm‘, ‚warning‘, or ‚information‘)•	

Location (polygon on a map)•	

Information (e.g. ‚Fire in …‘)•	

Action (e.g. ‚Go…‘, ‚Gather at…‘) •	

More info (e.g.‘Turn to Radio News for more •	
info‘)

Sender (e.g. ‚This message is sent by...‘)•	

Timestamp (e.g. ‚Time is 12:26) •	

The generic structure has been defined through 
templates which can however be overridden by the 
operator. Automatic translation has been achieved 
although the results so far are not convincing. 

The area over which to broadcast the message is a 

tegrate external prediction models (on floods, 
weather, volcanoes etc.) defined by specialised 
agencies / experts; 

Correlation of diverse information coming from •	
emergency call centres and from different exis-
ting environment-monitoring agencies, with no 
intent to replace them in their own domain of ex-
pertise;

Improved environmental risk awareness, through •	
the deployment of innovative technology;

Greater inter-operability among Authorities and •	
improved integration of existing legacy systems 
for an effective exchange of alert information; 

Better contingency planning, resulting in more •	
rapid and effective incident response manage-
ment;

Increased international data standardisation, de-•	
rived from the ability to identify environmentally 
vulnerable locations, associated people, and 
events, and record them uniformly;

Improved response capability, derived from a •	
system that allows the use of information and the 
implementation of preventative and contingency 
plans across boundaries.

MODULE 2: Warning the population
Message Creator and Dispatcher (MCD)
The Message Channel Dispatcher is a common tool 
useable by 3 different levels of authorities in chain: 

the first one qualifies the information received •	
about the situation; 

Fig 5: Module 2 - Warning the population

Innovation Module 1:
The CHORIST Situation Awareness provides the 
following advantages compared to other existing de-
cision support systems: 

Useable at different levels (Local / Regional / •	
National), depending on the scale of the incident 
and according to different roles (e.g. Civil Protec-
tion Organisations, police, fire brigades…);

A generic and versatile platform which can in-•	

hood analysis is carried out and displayed on a GIS 
map to show the extent of the incident; forecasts are 
also presented. Detected incidents are then sent in 
CAP messages to decision makers for further analy-
sis and appropriate action. 

In parallel, a powerful scripts-based tool was created 
to train authorities to use Module 1: This tool simula-
tes the data provided by river-level sensor networks, 
by weather monitoring and forecasting agencies, and 
by emergency call centres.

Fig 4: Module1 - Situation Awareness

Fig. 3: The Chorist system
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- Flexible routing decisions based on traffic iden-
tification.

- Negotiated Quality of Service (QoS), naturally 
managed by using the Class of Service label 
fields. 

- Compatibility with security approaches (L3) as 
IP packets remain untouched inside the core net-
work (e.g. with Virtual Private Networks -VPNs)

- IPv6 unicast and multicast support. 

VoIP-distributed Group Call application taking •	
advantage of the IP multicast features. Connec-
tion with legacy PMR network is done through a 
patch by Dispatch Operators. 

A vehicular-to-infrastructure WiMAX off-the-shelf •	
long-range backhaul. 

Any additional information we like to refer to the Cho-
rist website: www.chorist.eu

narrowband TETRA base station. This ETSI standard 
allows an achievable transmission rate of 100 kbit/s 
with spectrum occupancy of 25 MHz and over cells 
as large as TETRA narrowband cells. 

Both solutions plan the wide usage of video (live and 
off-line), still image (high quality) and data transmis-
sion (maps, schematics, ECG, documents, emails…) 
to field rescue teams, making it the equivalent 3G 
revolution for professionals that GPRS and UMTS 
were for the Public some years ago. 

Innovation module 3:
IP radio network allowing a huge set of video and •	
data access applications for public safety field 
teams.

Vehicular to pedestrian broadband cells. •	

A self-forming inter-vehicular IPv6 mobile broad-•	
band wireless core network: 

- Two-tier, rapidly deployable and auto-configura-
ble core network, where dynamically - allocated 
cluster-heads (CHs) allocate the radio resources 
(MAC/PHY) to the first tier

Fig. 3: Module 3 - Rapidly deployable PMR systems

The CHORIST warning system can be used •	
at multiple levels (Local / Regional / Natio-
nal), depending on the scale of the incident: 
 
- In case of a major incident, governments and 
Crisis Response Centres are capable of distri-
buting the warning messages, possibly over 
large areas and involving several countries.  
 
- In a more localised incident, the emergency 
services can select, edit and distribute the war-
ning messages to citizens in their own area of 
jurisdiction. 

Multiple areas can be selected; for each area, •	
various warning messages can be defined; each 
message being associated to a broadcast date/
time. 

Warning message templates are provided, but •	
can be overridden if required. 

Messages can be written in several languages; •	
citizens will only see the message in the langua-
ge they prefer. 

The geographic message delivery area can be •	
drawn on a map with just a few mouse clicks. 

Parallel broadcast of messages through multip-•	
le networks assists in maximising the number of 
people reached and to assist in system fallback 
in the event that one system is not operating pro-
perly. 

Standard protocols assist in merging existing •	
and emerging channels. 

MODULE 3: Rapidly deployable PMR systems
The ad-hoc mesh network is an experimental inter-
vehicular IP network which provides 1-5 Mbit/s to 
end-users. Inter-node range went up to 1 km (un-
amplified) during tests, but it could be extended even 
further. Radio and routing protocols respectively 
based on LTE / WiMAX, and on emerging dynamic 
MESH network architectures were set up. The long-
term goal is to get this wireless backbone automa-
tically setup and maintained between vehicles with 
little human involvement. 

Users on foot are under the coverage of cells local 
to the vehicle‘s surroundings: Though WiFi is propo-
sed, standard mobile WiMAX in 1-to-N mode would 
be better.  

Remote connection to fixed control centres could be 
made through WiMAX line-of-sight links, or through 
satellites.

The TETRA TEDS base station is an evolution of the 

polygon simply mouse-drawn on the map. This map 
is retrieved from any free GIS Internet tool, as well as 
any other GIS local to the premises where the tool is 
installed. 

The operator can define when and for how long the 
warning messages have to be broadcast. 

Once the operator has defined all the elements of 
the warning message, the MCD then sends a CAP 
message through secure TCP/IP links to each Chan-
nel (GSM, radio, TV…) which then interprets and 
forwards the warning messages according to its in-
ternal protocols. The relevant CAP protocol for each 
channel has been clearly defined in documents with 
codes rather than free text, so that it is understood 
by machines.

The Web server-based Message Creation and Dis-
patcher tool allows authorities to create warning 
messages from predefined templates (potentially in 
several languages), to define the geographic zone 
where each message can be broadcast, to select ap-
propriate channels DAB, DVB, GSM (cell broadcast)  
and/or sirens and then to plan suitable time-schedu-
ling for the sending of the messages. 

The CAP-encapsulated warning messages are then 
transmitted through secured links to various selected 
gateways giving access to the selected broadcasting 
networks. 

Gateways adapt the warning messages to the pro-
tocols in use in the broadcasting network (probab-
ly not operated by Civil Protection authorities), and 
the messages are then conveyed to the appropriate 
broadcasting elements (TV and radio transmitters, 
GSM base stations and sirens). 

End-user devices (TV set, radio receiver, or GSM 
mobile phone), as well as sirens are then triggered, 
providing visual and audible messages to people. 

The implementation has been limited to specific me-
thods, though many others could be added: The cho-
ice depends on technological constraints (security, 
reliability…), but most of all on the operators‘ willing-
ness to provide access to their networks.

Innovation Module 2:
The CHORIST warning system includes the following 
advantages when compared to other existing emer-
gency warning systems: 
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gacy fragmented analog PMR systems still used by 
a significant number of first responder organizations. 
Alternative digital PMR standards have been adop-
ted in various regions, most notably the APCO-25 
standard.

The objective of the TETRA standard was necessary 
to harmonize a fragmented PMR market and the user 
community (mainly public safety and security organi-
zations) requirements have had a strong influence 
in the development of the standard (http://www.tetra-
association.com/). Therefore, TETRA PMR networks 
are ideally positioned to support of initial alerts, early 
warning and post-warning communications for first 
responders. In other words, the current quest for ef-
fective early warning systems further highlights the 
need for adoption of PMR networks (such as, TET-
RA) that are dedicated for use by first responders. 

This paper seeks to underline this point by providing 
an overview of TETRA systems highlighting benefi-
cial features which make it useful for early warning 
purposes. The arguments are illustratively supported 
by a relevant early warning case study from an exis-
ting TETRA network implementation.

Overview of TETRA PMR 
TETRA PMR networks share many common ar-
chitectural features with conventional PLMN. How-
ever, there are several supplementary features in 
TETRA that make it a more suitable option for first 
responder organizations particularly in terms of net-
work architecture; performance; security; resilience 
and redundancy; user terminals; services and appli-
cations. 

Network Architecture
A TETRA network is divided into multiple cell cover-
age areas, which enable the limited radio frequency 
resources to be efficiently reused in non-adjacent 
cells. TETRA users are connected to the TETRA net-
work via a base station (BS) that maintains radio co-
verage within that cell (see Figure 11). A typical city 
or region would be covered by hundreds of BSs that 
are connected to Mobile Switching Center (MSC) 
that provides switching functions; coordinates locati-
on updating and manages user mobility. Interconnec-
tion of multiple MSCs enables implementation of TE-
TRA networks with regional or nationwide coverage. 
All the MSCs, BSs and the network management 
system (NMS) in a TETRA network are collectively 
referred to as, the Switching and Management Infra-
structure (SwMI). The connectivity between different 
TETRA networks is provided over an Inter-System 
Interface (ISI). This interface defines common proto-
cols to support all the important roaming and security 
services between interconnected cross-organizatio-
nal or cross-border networks.

Furthermore, APIs (Application Programming Inter-
faces) can be provided to enable the smooth integrati-

work on performance of the Short Message Service 
(SMS) indicated an overall delivery failure ratio of 5% 
and delays in excess of 5 minutes for a tenth of the 
messages sent [MENG (2007)]. This performance 
could degrade significant due to a sudden surge in 
call or message sending attempts by subscribers 
when a hazard event appears imminent. Moreover, 
possible network security breaches may compromi-
se message dissemination resulting in denial-of-ser-
vice, erroneous or hoax message delivery. 

The rapid response to early warning alerts and mes-
sages is a multi-agency operation that relies on the 
communications interoperability between concerned 
agencies. This interoperability can be effectively sup-
ported by public networks not only due to aforemen-
tioned congestion problems and security gaps, but 
also due to the great difficulty in dynamically prioriti-
zing network resources to guarantee access to speci-
fic user types and integrating an agency’s command 
and control (dispatch) functionality into the network. 

The aforementioned shortcomings not only reduce 
capability to rapidly disseminate warning messages 
to right recipients, but also hamper the efforts of the 
first responders in coordinating and facilitating the 
evacuation effort.    

Warning Dissemination to First Responders via PMR 
Networks
In view of PLMN limitations, there is an increasing 
preference by governments to build and/or operate 
dedicated Professional Mobile Radio (PMR) networks 
[KETTERLING (2004)], that are designed to guaran-
tee robust security and high service availability at all 
times for first responders (see Figure 2). The Euro-
pean Telecommunications Standardization Institute 
(ETSI) has specified an open and harmonized digi-
tal PMR standard (ETS 300-392 to 300-396) known 
as TErrestial Trunked RAdio (TETRA), which is now 
arguably the most widely deployed PMR technology 
standard and is considered a replacement for the le-

Fig. 2: Early warning message dissemination via 
PMR networks
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Abstract
This paper highlights the benefits of utilizing a de-
dicated Professional Mobile Radio (PMR) network 
infrastructure for disseminating early warning mes-
sages to first responders. The discussion focuses on 
the strength of this approach in comparison to the 
use of public mobile networks for dissemination to 
both the general public and first responders. The TE-
TRA standard PMR network features and services 
are used to illustrate the key advantages of PMR 
networks. Furthermore, the Finnish national TETRA 
network is briefly described to provide more practical 
insight of PMR for early warning dissemination.

Introduction
The main objective of any early warning system is 
to rapidly disseminate warning messages to speci-
fic users groups in response to an imminent hazard 
event. The dissemination has to be executed in a 
manner that ensures that the message delivery is 
timely and reliable enough to reach all intended re-
cipients; and that the message content is accurate, 
understandable, and usable [GLANTZ (2003), WMO 
(2007)]. To meet these requirements, it is customa-
ry that all available broadcast (television, radio) and 
telecommunication infrastructure available in a par-
ticular area are employed as these represent tried 
and tested channels that are familiar to message re-
cipients.

In the following discussion we shall classify the mes-
sage recipients into two coarse groups:

General Public: This refers to the general popu-•	
lation situated in the area under risk and hence 
expected to evacuate to safe areas in response 
after receiving the warning message.

First Responders: This group represents the or-•	
ganizations (government agencies, local autho-
rities, emergency response organizations, trans-
port operators, etc.) expected to react first to 
the alerts or warning messages. They will then 
immediately provide resources and leadership 
in the evacuation of the general public; amplify 
the warning message; and minimize potential 
damage to critical infrastructures and the envi-
ronment.

Limitations of Warning Dissemination to First Re-
sponders via PLMN
The Public Land Mobile Networks (PLMNs) are con-
sidered one of the most important telecommunica-
tions infrastructures for delivery of messages from 
early warning systems. This is due to the fact that 
the mobile sector has seen unprecedented levels of 
adoption of affordable and innovative mobile servi-
ces in most countries, thus increasing service pene-
tration to hitherto unconnected citizens. To that end, 
PLMN meet the needs of early warning systems for a 
message delivery infrastructure with sufficiently wide 
coverage and large user base. 

In recent times, the privatization and deregulation 
measures widely adopted within the telecommuni-
cations sector (particularly the mobile sector); have 
resulted in fast-paced innovations; increased com-
petition; higher efficiency; affordable services, and 
significant revenues for all companies involved in 
value chain. As a result privately-owned mobile net-
work operators and service providers are being re-
lied upon to support emergency services (such as, 
hazard early warning), not just for the general public 
but also for first responders (see Figure 1).

However, conventional PLMNs were not originally 
engineered to support broadcast-type mass text or 
multimedia messaging services. Therefore, attempts 
to disseminate early warning messages over the net-
work may result in excessive delays due to network 
congestion or even message non-delivery. Example 
measurements previously carried out in a live net-

Fig. 1: Early warning message dissemination via 
PLMNs
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Security  
The TETRA standards define a range stringent secu-
rity measures, these include:  

Authentication of user terminal (UT) by the TET-•	
RA network (SwMI), and vice versa. Authenticati-
on basis for mechanisms to disable lost or rogue 
UTs and/or subscriptions. Moreover, authentica-
tion measures applied to dispatchers, network 
administrators and external applications (e.g., 
early warning sending applications).

Secure air interface encryption (AIE) commu-•	
nication between the UT and the network. AIE 
keys may be derived dynamically for every au-
thentication procedure and sent to UTs using 
Over the Air Re-keying (OTAR). Or static keys 
may be preloaded in the UT or Subscriber Iden-
tity Module (SIM).

End-to-end encryption (E2EE) for more robust •	
security (see Figure 6), for instance, over back-
haul leased lines or shared TETRA networks.

Performance
TETRA was defined from its onset (TETRA Release 
1) to handle both voice and low-speed data traffic. 
The capacity and coverage performance of these 
networks is roughly equivalent 2G mobile networks. 
An order of magnitude improvement in data transfer 
rates is achieved for TETRA Enhanced Data Service 
(TEDS) as part of TETRA Release 2. This raises the 
performance to a level equivalent to early 3G mobile 
networks (see Figure 5). Whilst TETRA compares fa-
vorably with current PLMNs in terms of capacity and 
coverage, it offers additional advantages in terms of:

Higher bandwidth utilization efficiency (32 chan-•	
nels per 200 KHz carried bandwidth);

Faster call setup times (0.3-1s), essential in situ-•	
ations that require fast responsive actions;

Modulation schemes that are relatively simple to •	
implement;

Higher tolerance to multipath impairments (delay •	
spread) caused by signal reflections, diffractions 
and scattering in the mobile radio environment.

Fig. 5: TETRA performance in comparison to public terrestrial wireless and satellite networks

Interface (PEI) that enables TETRA terminals to be 
interfaced to peripheral devices, such as, laptops in-
stalled in field unit vehicles (see Figure 4). 

TETRA terminals are also available as Remote Ter-
minal Units (RTUs) for remote telemetry, automati-
on and control applications. For instance, a TETRA 
RTU can be used to perform automatic control and 
diagnostics functions on remote sirens from an early 
warning center via a TETRA network.

on of network applications developed by third parties, 
such as, early warning messaging services. Uniquely 
for PMR systems are the presence of a command 
and control center with dispatchers whose primary 
function is to control and coordinate communication 
of users or members of a user group belonging to a 
particular agency or authority. Dispatchers are able 
to fulfill those roles by having a broad view of the 
situation picture in an unfolding event. For instance, 
a police force dispatcher upon receiving a warning 
message from an early warning center would then 
send voice or data dispatches to police within area 
under risk and create temporary communication 
groups dynamically for efficient co-operation in the 
mass evacuation process. This dispatch functionality 
is very difficult to integrate in conventional PLMNs.

User Terminals
The user terminals or mobile stations for TETRA sys-
tems (see Figure 4) are typically rugged handheld 
terminals that visually resemble conventional mobile 
handsets, but differ in various essential functionali-
ties provided. For instance, most TETRA terminals 
are shipped with integrated GPS functionality, which 
enables the dispatcher to maintain knowledge of the 
location of field units. TETRA vehicle-mounted termi-
nals (for squad cars, ambulances, fire engines, traffic 
motorcycles, trains, etc.) with higher output power 
are also available for high mobility users. The TET-
RA standards define an open Peripheral Equipment 

Fig. 3: TETRA network architecture

Fig. 4: Handheld and vehicle-mounted TETRA mo-
bile stations
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Conclusions
This paper has presented arguments for the use of 
PMR networks for early warning message dissemi-
nation. The benefits in terms of network security, ro-
bustness, prioritized messaging and integrated dis-
patcher functionality make PMR networks an ideal 
platform for effective dissemination of warning mes-
sage to first responders. The features of TETRA net-
work services, structure and user terminals add value 
and flexibility in how the messages could be delivered 
to targeted first responder consumers. Furthermore, 
the case study of the Finnish VIRVE network illustra-
tes the many possibilities of utilizing a PMR network 
as an upstream/downstream, multi-hazard and multi-
agency message dissemination platform. 
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authorities and agencies when dealing with small 
scale emergency incidents or high-impact hazard 
events. Inter-agency cooperation is further boosted 
by the use of shared Emergency Response Centers 
(ERCs), which house dispatchers for different agen-
cies on the same premises. Finland is divided into 
15 emergency administrative areas, and each one of 
them is served by a single ERC.

Example use of VIRVE network for hazard early war-
ning is by the Radiation and Nuclear Safety Autho-
rity (STUK) of Finland [VESTERBACKA (2007)]. 
STUK is responsible for monitoring, prevention and 
limitation of the harmful effects of radiations (due to 
nuclear fallouts, dirty bombs, etc.). Radiation dose 
rate measurement data is gathered every 10 minutes 
from around 200 monitoring stations spread across 
Finland (see Figure 9).

The collected data is encoded as XML messages 
(see Figure 10) and then relayed by TETRA teleme-
try modules (Sepura SRM3500 Mobile Radios) at 
the station to STUK, local authorities and ERCs via 
the VIRVE network. The principle message transfer 
method used is TETRA IP packet data, while SDS 
messaging is used as backup.

Fig. 9: Radiation dose rate monitoring station

Fig. 10: Example fragment of XML message for radi-
ation dose rate measurement

re 13). These include:

Individual calls; •	

Broadcast and group calls (broadcast talk groups, •	
scanning of talk groups, dynamic regrouping, talk 
group area definition, etc.);

Supplementary services (priority call, late entry, •	
area selection, call report, call authorization by 
dispatcher, etc.).  

Messaging by Status Messaging (encoded as •	
16-bit numbers) or Short Data Service (SDS) an 
SMS equivalent; 

Circuit mode data and IP data services for In-•	
ternet/Intranet access, file transfer (e.g. images, 
maps, etc.), email, database lookups, Automatic 
Vehicle Location (AVL), telemetry and so forth. 
Even faster data rates to support rich multimedia 
services (e.g. streaming video) will be possible 
with the implementation of TEDS. 

The aforementioned services empower the dispat-
cher with a very wide array voice and data mechanis-
ms for disseminating warnings to the right individuals 
or units in the right locations.  

Case Study
VIRVE (VIRanomaisVErkko) is a TETRA network that 
covers the whole of Finland (330,000 km2) using ex-
tensive TETRA infrastructure made of around 1300 
BSs and 15 MSCs (see Figure 8).  VIRVE is opera-
ted by the state-owned State Security Networks Ltd. 
(Suomen Erillisverkot Oy). The network is currently 
accommodates around 40,000 users belonging to 
several public safety, security and health agenci-
es (see Figure 8). All those organizations sharing 
the VIRVE network are afforded the same privacy 
and resources as similar to dedicated networks, via 
strong guarantees on data protection and provision 
of high-speed data services. 

As a shared network, VIRVE enables a more fle-
xible and coordinated response among relevant 

The TETRA standard defines three security classes 
depending on the usage of authentication; encrypti-
on and OTAR key management (see Table 1). A UT 
may support one, two or all security classes. Missi-
on-critical public safety and security (PSS) TETRA 
networks would normally employ the most robust 
(Class 3) security level to support services, such as, 
early warning.

Resilience and Redundancy
TETRA networks have inherent resilience that ena-
bles continued connectivity for high priority commu-
nications even after failure or damage to parts of the 
network infrastructure (SwMI). The resilience mecha-
nisms include base station (BS) fall back, whereby, 
the BS continues to operate as a local “repeater” 
when the backhaul link to the Mobile Switching Cen-
ter (MSC) is lost or the MSC is in a failed state (see 
Figure 7). Direct Mode Operation (DMO) enables 
TETRA user terminals to communicate directly (with 
limited features) or via vehicle-mounted repeaters, 
independent of the network infrastructure. The use of 
DMO could be considered as a fallback scheme that 
ensures continued local communications even after 
failure to the BSs.

In addition to resilience measures, the availability of 
TETRA network infrastructure components is impro-
ved (preferably up to 99.999%) by significant in-built 
redundancy and instant failover switching. 

Services and Applications
TETRA networks support a range of calling features 
and services crucial for professional users (see Figu-

Fig. 6: Implementation regions for air interface and 
end-to-end encryption schemes

Tab. 1: TETRA security classes

Fig. 7: TETRA network resilience methods

Fig. 8: VIRVE TETRA infrastructure and the break-
down of VIRVE user groups
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complete EWS failure to function and provide inten-
ded early warning services. Furthermore, corruption, 
disclosure or removal of system or user information 
may not directly lead to noticeable EWS failure, but 
compromises the integrity of the information deliver-
ed over the system and may even provide a gap for 
more severe attacks on the system.

Non-human threat factors are those that cannot be 
directly attributed to human threat actions. This inclu-
des the factors illustrated in Figure 3 outlined briefly 
below.

I. Natural hazards 
Natural hazards are known to cause direct physical 
destruction to critical infrastructure, resulting in wi-
despread disruptions or common-cause failures. The 
EWS elements such as above-ground transmission 
lines, poles, towers and tele-housing facilities, could 
be damaged by winter storms, forest fires, earthqua-
kes and so forth. Furthermore, heavy downpours and 
flooding could disrupt access holes and damage un-
derground telecommunication cable plant. Any signi-

Vulnerability: Any weakness that could be ex-•	
ploited to violate a system or the information it 
contains.  

To further analyze the aforementioned concepts, we 
use concept maps that provide a labeled graphical 
node-arc representation of relationships among a 
collection of concepts.  The relationship between va-
rious information security concepts would be rather 
large and cumbersome to depict with sufficient clarity 
on a single integrated map. Therefore, we devise a 
high-level concept map representing only the major 
concepts (the nominal “view from 50,000 feet”) shown 
in Figure 1. Further explanation of these initial obser-
vations is provided in the subsequent subsections 
with the aid of detailed low-level concept maps.

Consequences of Realized Threats
A realised threat would result in at least one of the 
following outcomes:

Destruction of information, system assets or re-•	
sources;

Corruption or modification of information;•	

Theft, removal or loss of information, system as-•	
sets or resources;

Undesired or unauthorized disclosure of informa-•	
tion;

The interruption of service delivery.•	

The action leading to each threat consequence may 
vary as illustrated in Figure 4. Destruction, remo-
val or interruption could potentially lead to partial or 

Fig. 1: High-level concept map depicting various as-
pects of threats on CII

Fig. 2: Low-level concept mapping of the consequen-
ces of realized threats

Fig. 3: Low level concept mapping of non-human th-
reat factors

nificant outage or faults in parts of the early warning 
system or interconnected message dissemination 
infrastructure could result in failure to disseminate 
messages during crucial moments of imminent ha-
zard events. 

Therefore, the concept of critical information infra-
structure protection (CIIP) that has recently gaining 
significant attention [DUNN (2003)] is also highly 
relevant for early warning systems. CIIP constitutes 
the programs and activities of various stakeholders 
(operators, users, authorities, etc.) which aim to keep 
the performance of CII (such as, an early warning 
system) above a defined minimum level of service 
in case of failures, attacks or accidents [EC (2005)]. 
Moreover, CIIP aims to minimize recovery time and 
any potential damage to a CII. 

The implementation of an effective CIIP strategy re-
quires a comprehensive analysis of potential threats 
and related concepts of security, vulnerability and 
attack for a CII. This paper analyzes the potential 
threats to an early warning system. This analysis in-
cludes the classification of threat consequences, the 
nature of the threats and the accentuation of threats 
due to system (intra)interdependency.  The objective 
is to contribute to the discourse on early warning sys-
tems within the CIIP framework and hopefully bring 
attention to hitherto unanalyzed aspects of early war-
ning systems.

Overview of Threats and Related Concepts
Critical Information Infrastructure Protection (CIIP) 
is built around the closely interrelated concepts of 
threats, security, attacks and vulnerability. A clear 
understanding of the relationship between these 
concepts in the CII context is crucial for CIIP strategy-
making for Early Warning Systems (EWS). Various 
standards development organizations have produ-
ced definitions that help to explain interrelationship 
between the concepts. The International Telecom-
munications Union Telecommunication Standardisa-
tion Sector (ITU-T) Recommendation X.800 provides 
the following definitions [ITU-T (1991)]:

Security: A term used in the sense of minimizing •	
the vulnerabilities of assets and resources.

Threat: A potential violation of security.•	

Attack: An intentional threat that has been rea-•	
lized.

Early Warning Systems as Critical Information Infrastructure:  
Analysis of Potential Threats and Related Concepts     
Edward Mutafungwa

Department of Communications and Networks, Otakaari 5, FIN-02015, P. O. Box 3000, Teknillinen korkeakoulu 
(Helsinki University of Technology), Espoo, Finland, edward.mutafungwa@tkk.fi

Abstract
This paper discusses early warning systems (EWS) 
from a perspective of EWS being critical information 
infrastructure (CII). To that end, an analysis of the 
potential threats in the context of EWS is presented 
using detailed concept map analysis and description 
of some real life examples. The analysis underlines 
the need for critical information infrastructure protec-
tion (CIIP) strategies to be applied to EWS to ensure 
that they retain capability for reliable early warning 
even when compromised by various threat actions. 
Furthermore, initial proposals for the CIIP approach 
are presented.

Introduction
The increased frequency of occurrence of natural and 
man-made hazards has underscored the need for 
early warning systems capable of rapidly and reliably 
disseminating suitably targeted warning messages 
in response to an imminent hazard event [GLANTZ 
(2003), WMO (2007)]. The message dissemination 
process is typically initiated and executed out by a 
combination of human operators, Information Tech-
nology (IT) systems and existing communication re-
sources that constitute an end-to-end early warning 
system. The constituent components of an early war-
ning system would be designed to interact in a pre-
dictable, harmonised and effective matter, to enable 
messages to be rapidly composed and disseminated 
in time to save lives and property at risk. 

To that end, early warning systems could be conside-
red to be critical information infrastructure (CII). A CII 
has been defined to be IT and communications sys-
tems that are critical infrastructures for themselves 
or for the operation of other critical infrastructure [EC 
(2005)].  The actual designation of what constitutes 
critical infrastructure varies from country to country 
[ABELE-WIGERT (2006)], but it generally includes 
both the people and public or private assets that 
would be saved if early warning systems function as 
specified.  

As with other CII, early warning systems continuously 
operate under a specter threats (human/non-human, 
deliberate/non-deliberate, etc.) that could potentially 
disrupt their normal operation or cause them to func-
tion in a way that deviates from their original purpose. 
For instance, ill-intentioned individuals could compro-
mise the system into sending hoax warnings causing 
unnecessary panic and long-term loss of confidence 
in the legitimate early warning service.  Or then, sig-



106 Lessons Learned - From Concept to Demonstrator 107Proceedings DEWS Midterm Conference 2009

Residents in Aceh were angered by a false tsuna-
mi alarm that sent thousands of people in the capital 
and a nearby area rushing from their homes to higher 
ground. The tsunami warning siren was too high up, 
so they stoned it causing damage to the siren tower.

II. November 2006, Australian Government Slams 
Hoax Tsunami Email (Source: The Age)2 

The Australian government launched an investigati-
on on a hoax email warning of an impending tsuna-
mi bound for Japan. The hoax email was in a form 
similar to official earthquake and tsunami warnings. 
A government spokesman stated that the only orga-
nization with authority to disseminate tsunami war-
nings was the Bureau of Meteorology.

III. June 2007, Hoax Text Message Spreads Tsunami 
Terror in Indonesia (Source: AFP)3  

Residents in Aceh were angered by a false tsuna-
mi alarm that sent thousands of people in the capital 
and a nearby area rushing from their homes to higher 
ground. The tsunami warning siren was too high up, 
so they stoned it causing damage to the siren tower.

IV. June 2005, Tsunami Scare Exposes Glit-
ches in Warning System (Source: Seattle-Post 
Intelligencer)4  

An offshore earthquake was initially estimated as ma-
gnitude 7.4 and considered capable of generating a 

dangerous tsunami. In fact, the tsunami was almost 
imperceptibly small, not worthy of a warning. Yet the 
evacuations up and down the West Coast continued 
because the tsunami warning remained in effect. Au-
tomated emergency radio tsunami alert was sent, but 
to a dead Qwest phone line. Malfunctioning equip-
ment prevented the signal from ever reaching the 
emergency radio transmitter at Neah Bay. A spokes-
person observes “we hadn‘t had a tsunami warning 
on the California coast for many years.”  

CIIP for Early Warning Systems
The examples of the previous section further highligh-
ted the implementation of CIIP strategies for EWS. 
However, CIIP implementation for systems such as 
EWS is challenging due to the following factors:

Highly complex architectures and interconnec-•	
tedness (see Figure 5) 

Geographically dispersed layout•	

Highly interactive with their human operators, •	
users and other systems

No single entity has complete control of the who-•	
le system

Utilization of Security Frameworks
The increased ubiquity, diverse features and functio-
nality of CII such as EWS has been accompanied 
by the increase in complexity of implementing ne-

2 http://www.theage.com.au/news/National/Australian-govt-slams-hoax-tsunami-email/2006/11/04/1162340091108.html  
3 http://findarticles.com/p/articles/mi_kmafp/is_200706/ai_n19191174/  
4 http://www.seattlepi.com/local/228690_tsunami16.html 

Fig. 5: End-to-end (upstream and downstream) architecture of an early warning system

yees also varies depending on their job description 
(e.g., systems administration, housekeeping etc.) wi-
thin the organization.

Both outside and inside threat actors may have physi-
cal and/or networked access to a EWS. For instance, 
physical access may enable deliberate threat actors 
to disrupt or damage system assets (e.g., server 
racks, routers etc.) in way that would weaken overall 
system functionality. Network-based access enables 
delivery and execution of threat actions (e.g., mali-
cious software, denial-of-service attacks etc.) that 
target information flows, stored data, bandwidth re-
sources or software resident in the system, with the 
end results being just as debilitating to the system as 
a physical attack. 

The type of access to the system also determines 
the method by which the EWS could be threatened 
(non-)deliberately by the human threat actors. For in-
stance, members of general public may exhaust net-
work resources in response to hazard event in a bid 
to stay in touch with family members or friends during 
the critical period. This in turn would seriously com-
promise the capability of those networks to deliver 
warning messages to individuals under risk. 

Selected Study Examples
This section presents a few selected real life examp-
les that depict realization of previously described th-
reats on existing tsunami EWS.

I. June 2006, Tsunami Siren Stirs Anger in Aceh 
(Source: BBC)1

ficant damage to the EWS of related infrastructure in 
the aftermath of a natural hazard would reduce the 
early warning capacity in the case of follow-up natu-
ral hazard event. 

II. Dependency Disruptions 
Internal failures usually result from defects or flaws in 
hardware, software, procedures, management func-
tions and so forth. Failures may also originate exter-
nally due to complex interdependencies between the 
EWS and other infrastructure. These interdependen-
cies may be classified as follows [RINALDI (2001)]: 

Physical interdependency: due to need for re-•	
sources provided by another infrastructure. For 
instance, the operation of CII facilities (e.g., swit-
ches, servers, transmitters etc.) requires a cons-
tant supply of clean electrical power from power 
networks. 

Geographical interdependency: due to colloca-•	
tion or close proximity with other infrastructure. 
For instance, telecommunication cables could be 
suspended from pylons of a power network or 
buried alongside a railway track.  

Cyber or networked interdependency: where-•	
by the commodity exchanges between depen-
dent infrastructures is information. An example 
is when a backbone network aggregates traffic 
from other information infrastructures

Logical interdependency: accounts for other •	
complex relationships that are not easily asso-
ciated with in any of the aforementioned interde-
pendency categories. 

It is very likely that the effects of failures or their en-
suing disruptions in one infrastructure may cross 
infrastructure boundaries depending on existing in-
terdependencies. This crossover is manifested in the 
triggering of new failures or aggravation (escalation) 
of existing failures in interdependent infrastructure. 
For instance, faults in the power network (e.g., black-
outs, power surges, sags etc.) may lead to EWS ser-
vice outage and even damage equipment.

Nature of the Threats –Human Factors
Threats attributed to human factors are carried out by 
threat actors with either a deliberate or non-deliberate 
(accidental) intent (see Figure 4). Threat actors may 
be positioned within a designated security perimeter 
(insiders) or intentionally outside the parameter (out-
siders). For EWS insiders include Operator on Duty 
(OOD) or system administrators with privileged mul-
tilevel access to EWS functionality and assets. The 
type and degree of access privileges (e.g., access 
time, allowed operations etc.) accorded to emplo-

Fig. 4: Low level concept mapping of human threat 
factors

1 http://news.bbc.co.uk/2/hi/asia-pacific/6730545.stm 
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teorological and Hydrological Services’ Par-
ticipation in Disaster Risk Reduction Coordination 
Mechanisms and Early Warning Systems, WMO HQ 
(Geneva, Switzerland), 26-28/11/2007.

of the strong interdependencies between the EWS 
and other infrastructure or organizations, it is ne-
cessary that the CIIP program also includes actors 
from outside the EWS organization. This could for 
instance be operator of mobile networks, IT security 
experts and so on.

Conclusions 
In this paper we analyzed the EWS from a CII per-
spective. The range of potential threats that could 
lead to a malfunctioning or incapacitated EWS cle-
arly highlights the need to implementing comprehen-
sive CIIP strategies for EWS. We presented some 
possible approaches in the CIIP implementation for 
EWS and highlight some of the challenges involved.  
As the discussion of EWS in the CII(P) context is yet 
to be conducted (to the best of our knowledge) within 
the practitioner, scientific and research communities, 
the increasing importance of EWS as a CII for saving 
lives and property underlines the need for CIIP to en-
sure that the EWS functions as expected before and 
after hazard events.
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EWS. The security architecture addresses various 
questions on system protection based on three ar-
chitectural components: 

Security dimensions: are measures that address •	
a particular aspect of system security.

Security layers: are hierarchies of system equip-•	
ment, resources and other assets upon which 
the security dimensions are applied. Each Secu-
rity Layer has unique vulnerabilities, threats, and 
mitigations.

Security planes: are categories of system-related •	
activities protected by security dimensions.

Implementing CIIP for EWS
The implementation of CIIP for EWS (and other CII) 
requires a range of input information ranging from 
assessment results (e.g. using X.805 framework), 
comprehensive system description documents, orga-
nizational guidelines, standards and so on. This input 
is necessary for the carrying out a range of actions 
that underlie CIIP implementation strategy (see Figu-
re 7 for detailed description). This expected output 
of these actions includes report cards and findings 
on identified security gaps and recommendations on 
improvements to the security posture of the system. 

The CIIP actions would typically be carried out 
throughout the lifetime of the EWS, encompassing 
the definition and planning phase; implementation 
phase and maintenance phase. Furthermore, in view 

cessary security measures. This has created a need 
for security frameworks that provide a streamlined 
way for assessing and analyzing CII security taking 
into account: threats and attacks, vulnerabilities, 
and security (detection, correction and prevention) 
measures. The insight provided by this assessment 
is paramount for implementation of successful CIIP 
strategy.

To that end, a range of security assessment metho-
dologies have been proposed, such as the ITU-T 
X.805 security framework [ITU-T (2003)] depicted in 
Figure 6.

The ITU-T X.805 security architecture provides a 
comprehensive top-down, end-to-end perspective 
on system security. It is therefore applicable to as-
sessing security of system’s infrastructure, services 
and applications. Moreover, flexibility in the definition 
of the security architecture enables it to be applied 
to diverse system types independent of underlying 
technology, as is the case for complex heterogenous 

Fig. 6: ITU-T X.805 security framework

Fig. 7: Inputs, actions and expected outputs for CIIP implementation for a EWS
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will still be present when deadlines for warning decis-
ions are reached. GITEWS therefore adds additional 
components in order to achieve the best situation 
awareness possible by compiling a huge repository 
of a-priori knowledge:

A tsunami simulation system generates a lar-•	
ge number of precalculated tsunami scenarios; 
in case of a potential tsunami, sensor observa-
tions can be compared and matched with these 
scenarios in order to find the most likely tsunami 
scenarios.

A risk and vulnerability analysis component de-•	
termines probable consequences and impacts 
on coastal communities exposed to tsunamis, 
including the determination of potentially endan-
gered coastal regions and the vulnerability as-
sessment of society and the environment.

All this information is assessed and combined into 
a common operational picture (situation awareness) 
as the basis for decision proposals to the decision 
maker not only to make an informed decision regar-
ding whether to warn or not, but also when to decide. 
Once the decision to warn has been made, the DSS 
also supports the warning product generation and 
dissemination process.

2 German Indonesian tsunami early warning sys-
tem
The paper describes the concept of Situation Awa-
reness and Decision Support, how the different sen-
sor systems and additional components interact and 
complement each other, new developments in the 
area of automated processing, scenario-based situ-
ation assessment, and DSS graphical user interface 
(GUI), and the experiences gained so far. The DSS is 
able to generate situation awareness and individual 
decision proposals on a very detailed level, consi-
dering so called warning segments as homogene-
ous parts of the coastline to which warnings can be 
addressed.

The requirements regarding product generation and 
dissemination include:

Standardisation of tsunami warning message generation in Indo-
nesia: Approach and implementation
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1 Introduction
In recent years numerous tsunami events in the In-
dian Ocean, and in particular along the Sunda Arc, 
have shown how vulnerable human society and the 
environment is to this sudden-onset type of disaster. 
The December 2004 tsunami demonstrated the need 
for an effective tsunami early warning system for the 
Indian Ocean. Within the Framework of UNESCO-
IOC and its Intergovernmental Coordinating Group 
(ICG), various efforts on national and bilateral basis 
are coordinated and combined to ensure a fast and 
reliable tsunami warning for the whole Indian Ocean 
and its 27 rim countries. The work presented here 
is embedded in the German-Indonesian Tsunami 
Early Warning System (GITEWS) project. GITEWS 
is funded by the German Federal Ministry of Edu-
cation and Research (BMBF) to develop a Tsunami 
Early Warning System for the Indian Ocean in close 
cooperation with Indonesia. The system integrates 
terrestrial observation networks of seismology and 
geodesy with marine measuring sensors, satellite 
technologies and pre-calculated simulation scenari-
os.

What makes tsunami detection for Indonesia unique 
and challenging is on the one hand the extremely 
short time window between tsunami generation and 
the arrival time at the nearest Indonesian coastline, 
and on the other hand the lack of sensor technolo-
gies that detect and measure tsunamis as such.

The GITEWS sensor systems integrate the respec-
tive sensor information and process them to aggre-
gated sensor observations in real-time. The pro-
cessed information from all these sensor systems is 
transmitted to the GITEWS Decision Support System 
(DSS) for further processing, analysis and decision 
support.

Unlike classical decision support problems, the 
process of putting together sensor and other infor-
mation, generating situation awareness and asses-
sing and proposing decision options is an iterative 
process, as sensor information comes in in pieces, 
initially with considerable uncertainties, in arbitrary 
order, and major information gaps and uncertainties 

numerical modeling using the ComMit model also 
supports the same. Textural and structural data of 
sediments indicate that the third wave came after a 
considerable time lag. In between the second and 
third waves, there were many laminations which may 
have occurred because of seiches common during 
Tsunamis. In addition, results show that the mang-
rove forests have considerably decreased the wave 
energy (e.g. Yakghagala area in Western coat of Sri 
Lanka). 

In the Sri Lankan history there is a record of major 
sea inundation in the coastal areas around the city of 
Colombo during the period of King Kelanithissa (ap-
proximately 2100 -2300 yrs B.P; resulted setting af-
loat his daughter, Princess Vihara Mahadevi into the 
sea to appease the gods). Extensive investigations 
of  sediment cores collected from Lunawa, Dikwella, 
Karagan Lagoon (Hambanthota), Kirinda (altogether 
over 20 cores) do not show presence of paleotsuna-
mi sediments belongs to the period of 2100 -2300 yrs 
B.P. Thus, the particular event could be a local storm 
surge rather than a Tsunami.  
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Studies based on 2004 Boxing Day Indian Ocean ts-
unami deposits of Sri Lanka, could contribute to inter-
pret tsunami deposits elsewhere in the world geologi-
cal record in much better way. Tsunamis leave behind 
layers of sediments that can be used to understand 
the waves which deposited them. By examining tex-
ture and the structure of the Tsunami deposits, we 
may be able to evaluate the wave height and flow 
velocity of the wave. Tsunami sediments may also 
contain markers which illustrate different sources 
(deep sea, terrestrial, estuarine, etc.) of sediments. 
Such records are important evidences to understand 
regions which may be at risk from a Tsunami. 

In the present work, we have studied Tsunami se-
diment thickness, run-up, heights, inundation dis-
tance, and topographic profiles for 8 transects along 
the Tsunami affected south western coastal zones. 
Samples were collected (by open pit sampling) for 
laboratory analysis for grain size distribution, sedi-
mentary structures, microfossils, mineralogy, and 
chemistry. Box cores were taken at several sites to 
study the stratigraphic details of the sediments. Sedi-
mentary characteristics of the Tsunami deposits and 
underlying materials were logged and photographed. 
Erosion and flow-direction indicators were also docu-
mented. Residents were interviewed to obtain local 
conditions before and after the recent Tsunami.

Results show, that the 2004 Tsunami waves were 
capable of eroding the coastal region, up to 100 m 
inland. For example at Patanangla (South East of Sri 
Lanka) effect of erosion extends up to 75m inland and 
at a nearby location (Mahaseelawewa) it extends up 
to 100m. At Patanangala thickness of Tsunami sedi-
ments at 75m distance inland is 20 cm. The thickness 
decreases gradually inland. One cm thickness was 
found at 750 m distance, inland. Tsunami deposits 
show recognizable layering due to different Tsunami 
waves, incoming and out going waves and seiches. 
There were many laminations which could contribute 
to sedimentations occurred due to seiches between 
second and third waves. Parameters of 3 layering 
indicates three main Tsunami waves affected the 
Mahaseelawa area and the second wave has been 
identified as the biggest wave due to occurrence of 
thick coarse and poorly sorted sediments. Even the 
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Wave heights of larger than 10 cm are considered to 
require a warning level of ‘Advisory’ (yellow). War-
ning segments which reach wave heights from 0.5 
m up to 3 m are assigned a ’Warning’ level (orange 
level). Warn-ing segments with a wave height of 3 m 
or more are assigned the level ‘Major Warning’ (red) 
(see Table 1).

4.3 Core DSS Tasks
The decision process shall help the chief officer on 
duty (COOD) to become aware of a current situati-
on, assess incoming information, exploit synergies of 
information fusion and analysis, assess impact and 
consequences and make informed decisions.

Unlike many other problems covered in the area of 
decision support, the situation evolves over a certain 
period of time, and the decision process itself must 
be time and space sensitive due to nature of the un-
derlying physical phenomenon which may threaten 
widely dislocated places over a time period of seve-
ral hours.

The core decision support loop consists of two major 
components:

Situational Awareness•	

Decide and Act•	

Situation awareness in turn comprises the steps 
perception (gather information), comprehension 
(fuse and judge information) and projection (effect 
estimation / projection).

In the perception step the DSS receives sensor in-
put, including results from the simulation system. 
Following the sensor input will be processed and 
analyzed. In the comprehension step there is further 
analyzing of sensor input across sensor types. The 
projection step comprises the projection of the cur-
rent situation into the future. An assessment of con-
sequences takes place. These three steps result in an 
improvement of situation awareness. While situation 
awareness focuses on understanding the situation 
that evolves and its consequences, this knowledge 
needs to be transformed into decisions and actions. 

This is the focus of the second part of the core decis-
ion support loop:

decide refers to the derivation of decision propo-•	
sals from a given situation that the EWMS has 
become aware of.

act refers to the implementation of the decisions •	
that the COOD has made. Examples for such de-
cisions are product dissemination or sensor (de-)
activation.

high accuracy and cer-tainty. The system used for 
WC/ATWC for instance can be assumed to be used 
for early warning for tsunamis traveling as long as 
several hours before they hit the coast. Therefore in-
formation aggregation can almost be done manually 
or at least there is a lot more time to consider the ef-
fects and consequences of a wave before taking the 
decision whether to warn or not. A decision maker/
operator in the German-Indonesian GITEWS system 
needs to be able to send a warning or information 
message within a very short time span (5 minutes) 
after a potentially tsunamigenic event. Thus the who-
le system logic of when and whom to warn necessa-
rily is different from the requirements with respect to 
decision support in the new tsunami early warning 
system.

4.2 Operational Prerequisites
In principle, the spatial situation awareness analysis 
and early warning process does not require shoreline 
segmentation, except when limited computational re-
sources require aggregation and priorization or when 
mapping products to recipients or administrational 
structures.

A so-called Warning Segment is a well-defined seg-
ment of the shoreline defined according to adminis-
trational boundaries and is used as smallest war-
nable unit for which tsunami threat information is 
aggregated and to which warning products may be 
addressed.

A coastline segmentation workflow has been develo-
ped by BMKG and DLR; the current definition of war-
ning segments for the coastline of Indonesia along 
the Indian Ocean covers 125 warning segments for 
Sumatra, Java and Bali and will be extended to cover 
all coastlines of Indonesia and the Indian Ocean.

Warning segments can be set to specific states which 
are called warning levels in connection with the dis-
semination of warning products (e.g. warning mes-
sages). The warning levels depend on the expected 
or confirmed tsunami threat. Which warning level is 
assigned during the decision proposal generation 
process depends entirely on the height of wave at 
the coastline.

Tsunami 
Category

Warning 
Level

Wave Height 
(WH) Range 
[m]

Color

<none> <none> 0.0 ≤ WH < 0.1 Grey
Minor 
Tsunami Advisory 0.1 ≤ WH < 0.5 Yellow

Tsunami Warning 0.5 ≤ WH < 3.0 Orange
Major
Tsunami

Major 
Warning 3.0 ≤ WH Red

Tab. 1: Tsunami Warning Levels

A continuous GPS System (CGPS) describes the •	
seafloor deformation/rupture in (near) real-time 
based on very precise GPS measurements at 
smart land stations (stations equipped with GPS 
and other sen-sor technology).

A Deep Ocean Observation System (DOOS) •	
collects and processes sensor information trans-
mitted from Ocean Bottom Units (OBUs, located 
on the seafloor underneath buoys) and Buoys 
equipped with tsunami-detecting instruments.

A Tide Gauge System (TGS) collects and pro-•	
cesses measurements of a network of tide gau-
ges in order to detect sea level anomalies.

An interface to future Earth Observation systems •	
is provided.

A central Tsunami Service Bus (TSB) collects in-•	
formation from the sensor systems and provides 
them to the DSS.

A Simulation System (SIM) is able to perform a •	
multi-sensor tsunami scenario selection, resul-
ting in a list of best matching tsunami scenarios 
for a given set of observations.

The Decision Support System (DSS) receives •	
sensor observations via the TSB, requests a sce-
nario selection from the SIM for the current set of 
sensor observations and communicates with the 
dissemination systems for message distribution 
and delivery.

4 The decision support system
As part of the Early Warning and Mitigation System 
(EWMS) the DSS provides processing, assessment, 
visualization, decision support, analysis, warning and 
management functions for the purpose of supporting 
disaster management related activities regarding ts-
unami threats for the region of Indonesia. This sec-
tion will describe the resulting system requirements 
and solution approaches.

4.1 Status of Decision Support in Tsunami Early 
Warning
Tsunami Early Warning Systems exist in a number 
of countries e.g. the Pacific Tsunami Warning Sys-
tem PTWS by the PTWC (Pacific Tsunami Warning 
Centre near Honolulu/Hawaii) serving also the West 
Coast/Alaska Tsunami Warning Center (WC/ATWC) 
as well as the research centre in New Zealand of the 
National Institute of Water & Atmospheric Research 
(NIWA) or by the Japan Meteorological Agency 
(JMA).

These all differ from the system required for Indo-
nesia, which will have to handle near-field tsunamis 
and enable the operators to assess the situation 
using a heavily aggregated situation picture with a 

The generation of warning segment specific •	
messages, focussing on the situation in the res-
pective warning segment, and

The generation of so-called aggregated messa-•	
ges that combine information for many, if not all, 
warning segments.

In addition,

as different dissemination channels need to be •	
adressed, the messages mentioned above need 
be formated according to the needs of the spe-
cific dissemination channels, usually resulting in 
versions like “long”, “short”, “text-only”.

Furthermore,

in order to adress national and international tar-•	
get groups, multi-lingual versions of the above 
mentioned messages need to be provided.

The recipients of these messages need to be able 
to decode all this information, and the chosen format 
of the DSS products must allow for regionalized and 
target group specific dissemination.

The paper describes how the GITEWS DSS makes 
use of the Common Alerting Protocol (CAP) stan-
dard in order to adress the above mentioned requi-
rements.

Among the dissemination systems registered with 
the GITEWS DSS in Jakarta is the 2WCom FM-RDS-
based message dissemination system which imple-
ments the DSS CAP dissemination interface.

The paper presents the CAP-based warning product 
dissemination process between the DSS and the 
2wcom FM-RDS system, refers to other standard 
based message dissemination options and gives an 
outlook on future extensions of the DSS dissemina-
tion interface.

3 The early warning and mitigation system
GITEWS´ novel “system of systems” concept is based 
on a modular and extensible architecture of different 
systems deployed in the BMKG Warning Center in 
Jakarta as part of the GITEWS Early Warning and 
Mitigation System (EWMS) / InaTEWS Earthquake 
Information and Tsunami Warning System (EITWS). 

Fig. 1 shows the EWMS concept which consists of 
following elements:

A sophisticated Earthquake Monitoring System •	
(SeisComP3 by GFZ Potsdam) collects real-
time data from seismic sensors in the region and 
worldwide and is able to detect and locate earth-
quakes very quickly.
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toric), tasking of sensors and alerting mechanisms 
based on sensor measurements. For fulfilling this set 
of requirements a framework of standards has been 
developed. It comprises two aspects: the informati-
on model dealing with data formats and the service 
model describing service interfaces. The information 
model consists of the following standards:

Sensor Model Language (SensorML) (Botts & •	
Robin, 2007): Metadata format for sensors and 
sensor systems

Observations and Measurements (O&M) (Cox, •	
2007): Data format for observations and measu-
rements performed by sensors

Transducer Markup Language (TML) (Havens, •	
2007): Data format, optimized for data streaming, 
that allows encoding sensor data and metadata

The SWE service model provides standardized inter-
faces for accessing sensor data, alerting and control-
ling sensors:

Sensor Observation Service (SOS) (Na & Priest, •	
2007): Pull based access to sensor data and 
metadata

Sensor Alert Service (SAS): Alerting based on •	
sensor data and user defined criteria (for examp-
le if a measurement value exceeds a certain th-
reshold)

Sensor Planning Service (SPS) (Simonis, 2007): •	
Controlling sensors and their parameter

Web Notification Service (WNS): Asynchronous •	
communication between web services (e.g. a 
SAS or SPS) and/or clients.

For the DSS sensor data center two of the above 
mentioned standards are of special importance: the 
O&M and SOS standards. Thus these two specifica-
tions will be introduced in more detail in the next two 
paragraphs.

The O&M specification defines a standardized for-
mat for observation and measurement results. It is 
based on the OGC Geography Markup Language 
(GML) as it specifies a GML application schema. The 
basic concept within O&M is the observation which 
is defined as an event that occurs at a certain point 
in time and which generates a value for an observed 
phenomenon. Besides time and value of measure-
ments, O&M allows encoding further measurement 
properties like information about processes used for 
obtaining measurements or the location and quality 
of observations. Another important concept of O&M 
is the binding of measurements to features of inte-
rest (FOI). These FOIs are used for describing the 

In stage 2 these basic products are embedded •	
into an additional message formatted according 
to the CAP standard (OASIS, 2005).

Once the required products (warning messages) 
have been generated, they are transmitted to the dis-
semination systems which are connected to the DSS. 
Currently two dissemination systems are connected 
to the DSS: the BMKG dissemination system / 5-in-1 
system and the 2wCOM FM-RDS (Frequency Mo-
dulated – Radio Data System) based dissemination 
system. The DSS sends the appropriate selection of 
products to the individual dissemination systems and 
initiates thereby the dissemination process which its-
elf is outside the scope of the DSS.

5 Standards and Interoperability
Extended effort is put into compliance to interope-
rability standards defined by the Open Geospatial 
Consortium (OGC) for geospatial and sensor data. 
In particular the OGC initiative “Sensor Web Enable-
ment” (SWE) (Botts et al., 2006) that aims at defining 
standards to enable the discovery, exchange, and 
processing of sensor observations, as well as the 
tasking of sensor systems as applied in the context 
of GITEWS.

Within the context of GITEWS SWE will be used as a 
basis for integrating the various external sensor sys-
tems with the EWMS and to offer sensor observation 
data to DSS components for further processing. This 
espe-cially makes sense when additional sensors 
become available in the future, e.g. new tide gauge 
or buoy systems or even remote sensing or airborne 
sensor systems. By adhering to these standards GI-
TEWS will remain open and extensible in the future. 
For accessing geospatial information by the DSS 
GUI the established OGC standards Web Mapping 
Service (WMS) and Web Feature Service (WFS) are 
also used.

5.1 OGC Sensor Web Enablement (SWE)
For realizing the DSS Sensor Data Center (SDC) 
presented here the SWE architecture specified by 
the OGC is an important foundation. Thus this sec-
tion will shortly introduce the basics of the OGC SWE 
framework and will provide an introduction into those 
SWE components which were used for building the 
sensor data center.

The activities of the OGC, an international consor-
tium consisting of more than 350 members, focus 
on the development of open standards that form the 
basis geospatial data infrastructures. Within these 
activities the SWE initiative deals with the integrati-
on of sensors and sensor data. In order to fully inte-
grate sensors and their data into a geospatial data 
infrastructure the SWE framework provides a broad 
range of functionalities. This includes the discovery 
of sensors and sensor data, the description of sensor 
metadata, access to sensor data (real time and his-

status information. A timeline view maps the incident 
data onto a temporal scale. All incoming sensor ob-
servations and simulation results that are relevant 
for the selected incident are displayed in detail in the 
Observation Perspective (Fig. 6, upper right). In ad-
dition, the user is provided with functionality to further 
explore single observations e.g. to view parameters, 
time series, plots, etc.

The Decision Perspective (Fig. 6, lower left) contains 
all information that is necessary for the COOD de-
cision making process, including decision proposals 
and functionality for the configuration of warning pro-
ducts. This includes highly-aggregated classification 
bars for the individual sensor systems and the SIM to 
support the COOD in assessing the situation. A color 
code is used to represent the conclusions which may 
be drawn on the basis of the corresponding observa-
tions. Centered, a segment map and a list display the 
warning product proposals for each warning segment 
based on the simulation results. A similar color code 
is used here to graduate the warning levels.

Additionally, indexes for risk-relevant information are 
shown for each of the affected warning segments: 
e.g. number of exposed people, number of critical fa-
cilities, number of high loss facilities, response index 
and an overall risk factor.

The COOD may override the warning product propo-
sals generated by the DSS. If the selected warning 
products should be sent, the button “Ready for Disse-
mination” needs to be pressed. The actual execution/
confirmation of actions is performed on a separate 
perspective where a product preview and a summary 
of the actions that are about to be trig-gered is shown 
(Fig. 6, lower right).

The COOD is required to confirm his choice (“Dis-
seminate” button) in order to prevent unintended 
warning message dissemination; alternatively, the 
dissemination process can be cancelled (“Cancel” 
button).

4.6 Warning Product Generation and Dissemina-
tion
Regarding the generation of warning and other pro-
ducts generated by the DSS, a template-based ap-
proach is applied. For all products and each of the 
formats and languages a product shall be provided, 
templates are pre-pared that contain fixed elements 
(e.g. text) and keywords. At the time of product ge-
neration, the keywords are replaced with up-to-date 
information of the tsunami threat (e.g. magnitude, 
depth and location of the earthquake, warning levels 
for warning segments).

The generation of products is a two-stage process:

In stage 1 the required basic products are gene-•	
rated (e.g. text warning messages);

The workflow is repeated each time new information 
is received by the DSS or a deadline has been re-
ached. The workflow is terminated by the COOD if no 
tsunami threat exists anymore.

4.4 Additional Sources of Information
In addition to the collection of real time sensor ob-
servations, the DSS can access a huge collection 
of a-priori information and scenario data that helps 
interpreting the online input, assessing the tsunami 
threat and forecasting the consequences.

Using this approach, the information gap immanent 
to the first minutes of a potential tsunami is narrowed 
as much as possible.

The most important sources of information are

A geospatial data infrastructure which allows •	
the standard-based access to large databases 
of geospatial baseline data, such as administra-
tional boundaries, topographic and bathymetric 
data etc.

Risk modeling and vulnerability assessment in-•	
formation which describe how high the tsunami 
risk at a particular location is and how vulnerable 
the people and infrastructure are. Information is 
also contained about the expected capability of 
people to respond to the event.

The large number of tsunami scenarios contai-•	
ned in the Tsunami Scenario Repository (TSR) 
which is used by the SIM to perform the online 
multi-sensor-scenario selection process.

4.5 Graphical User Interface (GUI)
The user interface and process workflows of the DSS 
have been designed for decision making under uncer-
tainty and time pressure (Endsley, 2003). Based on 
the large body of research literature on this topic and 
the results of an eye-tracking based study regarding 
a first DSS GUI version (Breuer, H. et al., 2009), it is 
now available in an improved and optimized version. 
The GUI (see Fig. 6) consists of four displays (called 
perspectives) shown simultaneously to the decision 
maker (COOD) through which the operator can go in 
sequence or iteratively to gain support for the decis-
ion whether to send a warning or not. The DSS GUI 
was implemented as a set of plugins and extensions 
to the the uDIG Open Source GIS client.

The Situation Perspective (Fig. 6, upper left) illust-
rates the overall situation including higher-level spa-
tial and temporal views of all facts of interest (e.g. 
observations, simulation forecasts, sensor system 
states). For this purpose, a map view acts as spa-
tiotemporal information display visualizing geospatial 
sensor data such as the event location, travel-time 
isochrones, estimated times of arrival (ETAs), thema-
tic maps (e.g. borders, geologic realities), and sensor 
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These individual message files are then distributed 
through predefined distribution channels, which can 
use FTP or HTTP POST protocols. Using templates 
and the described mechanism to wrap payload files 
into an XML container allows for a very flexible way 
to shape messages. The definition of distributors in 
an easily configurable initialization file contributes a 
flexible interface to existing dissemination systems.

Experience shows that a small file size of resulting 
CAP messages is desirable, while at the same time 
the recipients shall be provided with supporting in-
formation such as geographic or multimedia infor-
mation. Examples are geographic descriptions of 
the area affected by the hazard or targeted by the 
warning message, or multimedia files such as maps 
or audio information. The 2wcom FM-RDS based 
system is capable of sending an audio message via 
the audio broadcast channel in addition to the text 
warning message.

It is planned to complement the current CAP messa-
ges, while keeping the small file size, with external 
URIs for several types of supplementary documents 
(audio, geodata, maps, etc.).
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5.3 Common Alerting Protocol (CAP)
The warning messages generated by the DSS are 
provided in the Common Alerting Protocol (CAP) 
format, an open standard for disaster management 
message exchange (Incident, 2008; OASIS, 2005). 
CAP defines a standard for alerts and notifications in 
the public warning domain independent of the hazard 
type and the technology used for transmitting war-
ning messages. The CAP XML structure allows the 
inclusion of event data, text, images and geospatial 
references. The Federal Emergency Management 
Agency FEMA of the US Dept. of Homeland Security 
has, among others, explained their commitment to 
use a profile of the CAP protocol in their Integrated 
Public Alert and Warning System (IPAWS, FEMA, 
2008).

The DSS Dissemination Component offers services 
for creating, updating and disseminating Warning 
Products. For those dissemination systems connec-
ted to the DSS which are able to parse CAP the mes-
sage (which includes related geospatial references) 
is encoded and transmitted in CAP XML.

5.4 Message Generation and Dissemination
On request of the decision maker, a set of prede-
fined messages is generated in different languages 
and formats, filled with the most recent information 
regarding the current tsunami threat. While the pro-
duct dissemination is pending the information is con-
tinuously updated. For security reasons, the decision 
maker must confirm the dissemination of the reques-
ted DSS products.

The DSS applies a template based approach in order 
to meet these requirements.

For the generation and dissemination of DSS pro-
ducts the DSS uses two dedicated software com-
ponents:

the DSS product generation (PG)•	

the DSS product dissemination (PD)•	

The individual messages are created at first accor-
ding to a job list based on the warning configurati-
on in the decision perspective. As already described 
above, a number of templates is used to generate 
individual language and message types (long mes-
sage, short message, messages with a map etc.). 

In a second step these “payload” messages can be 
wrapped into the CAP XML container file. This adds a 
number of metadata to the messages including infor-
mation about the sender, date, message type (actu-
al/test), severity, urgency, incident number amongst 
others (see Fig. 7).

being created and associated with the observation 
automatically. For each result element of such an 
observation a unique id will be generated that is re-
turned to the plugin together with the corresponding 
pickup point for later service access to this specific 
observation.

The ingestion of SensorML data works analogously, 
but stores incoming SensorML files directly in a cer-
tain directory in the file system and not in a database. 
In both cases the SOS is being notified that new data 
is available by the Feeder components to update its 
service metadata.

5.2.2 Providing Observation Data and Sensor 
Metadata
Provision of observation data and sensor metadata 
is realized by a SOS. The service supports the imple-
mentation specification 1.0 (OGC 06-009r6) as defi-
ned by the OGC. Observation data is encoded using 
the O&M standard 1.0 (OGC 07-022r1). The SOS 
provides the operations defined in the core profile 
such as DescribeSensor and GetObservation. Fur-
thermore it offers the GetFeatureOfInterest and Ge-
tObservationById operation as defined by the enhan-
ced profile. The implementation is based on the data 
access object (DAO) pattern (SUN) and supports an 
implementation for a PostgreSQL database. Since 
the SOS runs as a Java Servlet, too, it is capable of 
receiving HTTP-GET and -POST requests. Incoming 
requests are analyzed and translated into SQL que-
ries. After execution of these queries the response 
is encoded using the Geography Markup Language 
(GML) for feature requests or O&M for observation 
requests. SensorML docu-ments are returned direct-
ly as stored in the file system and associated with the 
requested procedure. The SOS interface offers the 
possibility to query observation data by id or allows 
applying certain filters such as temporal or spatial 
constraints. Due to performance issues there is one 
SOS instance for each observation type.

5.2.3 	 Access to Observation Data
One of the main advantages of the OGC standards 
applied here is to have a unified access layer for 
the retrieval of spatial data which can be reused by 
server-side components as well as the GUI. Access 
to spatial data is realized in GITEWS by using uDig 
GIS (Geographical Information System). A plugin 
based on the 52° North OWS (OGC Web Service) 
Access Framework (OX-Framework) for uDig allows 
retrieving observation data from a SOS. It provides 
mechanisms for creating SOS requests and parsing 
the O&M responses of the service. The encapsulated 
data is transformed into the uDIG data model and as 
such are accessible for further actions.

Beside in-situ data of the sensor systems the SDC 
is also able to store and provide simulation results. 
These contain a huge collection of a-priori informa-
tion with best matching tsunami scenarios for a defi-

objects or the measurement locations (= features) at 
which the measurement was performed.

Whereas O&M describes the data format for sensor 
data, the SOS specification standardizes an interface 
for accessing data gathered by sensors and sensor 
metadata. Thus the SOS relies on O&M as a respon-
se format for returning measurement data (for sen-
sor metadata SensorML is mostly used). The SOS 
specification is divided into three profiles: core pro-
file, transactional profile and enhanced profile. Whe-
reas the operations of the core profile comprise the 
mandatory functionality the operations of the other 
profiles are optional. The core profile provides the es-
sential functionality of a SOS: access to a description 
of the service and the available data (GetCapabili-
ties), access to measurement data (GetObservation) 
and retrieval of sensor metadata (DescribeSensor). 
For inserting data into a SOS instance the transactio-
nal profile provides the necessary operations: regis-
tering sensors (RegisterSensor) and inserting sensor 
data (InsertObservation). Finally, the enhanced profi-
le offers additional optional functionalities like retrie-
ving FOIs or information about time dependent data 
availability.

5.2 DSS Sensor Data Center (SDC)
The Sensor Data Center (SDC) is the core com-
ponent of the DSS for ingestion of and provision of 
access to sensor data. The SDC is part of the DSS 
Data Management Center (DMC) which is responsi-
ble for managing all data relevant to the DSS opera-
tions (e.g. Crisis and Risk Products, Geospatial Data) 
and includes software components for ingestion and 
archive tasks. All incoming sensor observation data 
passes an ingestion process during which the data 
is validated, transformed into the DSS-internal O&M 
data model and forwarded to the SDC. It provides 
mechanisms to store and access observation data 
as well as metadata about the used sensor systems. 
By implementing the open sensor web standards and 
models such as the SOS, O&M and SensorML spe-
cifications, it seamlessly integrates into the existing 
spatial data infrastructure (SDI).

The software components Feeder and SOS used in 
the SDC are further developments and adaptations 
of 52° North open-source SWE implementations.

5.2.1 Ingestion of observation data and sensor 
metadata into the SDC
In-situ observation data measured by the different 
sensor systems is sent to the SDC. After an inges-
tion component has verified and transformed the 
data it is forwarded to the Feeder component. This 
component acts as a Java Servlet and receives data 
transmitted through HTTP-POST. After validating the 
incoming data, the feeder determines the observati-
on type. Depending on that type data is parsed and 
stored in a designated PostgreSQL database. All 
corresponding data, i.e. feature of interest (FOI), is 



118 Lessons Learned - From Concept to Demonstrator 119Proceedings DEWS Midterm Conference 2009

Fig. 1: The Early Warning and Mitigation System Concept (Top line shows the incoming systems, bottom line their 
comparison/matching/fusion with data from risk and vulnerability modeling and the geospatial data repository be-
fore dissemination of a warning through the BMG 5in1/6in1 dissemination system. The intermediate layer is where 
observations are transmitted through the OGC SWE services to and from the DSS. The open architecture supports 
future extensions (blue areas).

Fig. 2: Delivery of Messages generated by the InaTEWS DSS: As primary dissemination channel, text messages 
are delivered to the BMKG Dissemination System (existing ‘5-in-1’ dissemination). An additional channel is cur-
rently tested which uses FM-RDS based dissemination of regionalized messages via the 2wcom system using 
CAP-based messages. Messages generated in the RTWP (regional tsunami watch provider) context will be deli-
vered by the DSS as CAP-message.
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Fig. 5: The three levels of information exchange between national and international centers can benefit from stan-
dardized communication (e.g. CAP, TWML, EDXL, OGC).

Fig. 6: DSS Graphical User Interface (GUI) Perspectives. Four separate screens which can be used sequenti-
ally and/or iteratively by the operator to assess an event from situation overview to dissemination of the warning 
message contain all the relevant observations and the assessment of the DSS in support of an ease of use in a 
fast decision process (From upper to left to lower right these are: situation perspective, observation perspective, 
decision perspective and product dissemination perspective).

Fig. 3: Overview of the dissemination paths of the products generated by the InaTEWS DSS, including the DSS 
Documentation Server, the FTP server of the BMKG dissemination system and the 2wcom HTTP server which 
manages the FM-RDS based dissemination to the respective receivers through a radio broadcast antenna and 
specialized receivers.

Fig. 4: Three levels of information exchange between national and international centers, also correlated with the 
IOTWS RTWP service level specification. The basic level refers to the exchange of sensor data (the “input” level 
for RTWPs), and the upper level refers to the exchange of warning/watch information (the “output” level for RT-
WPs). Level 2, corresponding to IOTWS RTWP service level 3, refers to the exchange of situation assessment, 
risk and vulnerability data.
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The term international operations can be misleading, 
however, because the word operation often makes 
one think about acute missions to save lives (i.e. re-
sponse), whereas in fact our international operations 
are much wider than that. It is easier to use the term 
aid and to differentiate between humanitarian aid/re-
lief and development aid operations. 

The aims of humanitarian aid are often short-term 
and provide acute relief for people in distress follo-
wing an armed conflict or a disaster. Development 
aid is a more long-term form of work that intends to 
develop a country’s own capacities for managing cri-
ses.

The disaster management cycle
Disaster management comprises a number of pha-
ses which can be illustrated by a cycle.  The cycle is 
a way of explaining what happen before, during and 
after a disaster. It is important to stress that the pha-
ses do not have clearly defined limits – phases over-
lap and vary in length due to the type of incident. 

The response phase is characterised by rapid res-
ponse operations to save lives and property. For 
example, this phase includes search & rescue, and 
evacuation of survivors, setting up temporary accom-

MSB´s areas of work/expertise and how this could be connected 
to and used by the partners within the DEWS Project

Peter Månsson 
Swedish Civil Contingencies Agency (MSB, formerly SRSA), Department of Coordination and Operations,SE-651 
80, Karlstad, Sweden, Peter.Mansson@msbmyndigheten.se

The Swedish Civil Contingencies Agency (MSB) was 
established on the 1st of January 2009. It replaced 
the Swedish Rescue Services Agency, the Swedish 
Emergency Management Agency and the Swedish 
National Board of Psychological Defence. As a new, 
consolidated authority, the MSB has a mandate and 
responsibility that covers all of the other previous 
agencies. Given this change, Peter Månsson presen-
ted an overview of MSB, but focussed on the course 
of actions it may take in the event of a tsunami.  

The MSB is tasked to deal with national as well as 
international disasters and emergencies and its man-
date spans the entire spectrum of threats and risks, 
from everyday accidents (i.e. traffic accidents, fires 
or even elders safety at home), up to chemical emer-
gencies, power cuts and other technical failures all 
the way up to even more serious emergencies, such 
as bomb threats and other antagonistic attacks, epi-
demics, natural disasters and even war. 

This all encompassing responsibility applies to mea-
sures taken before, during, and after the occurrence 
of emergencies, crises and disasters. Before crises, 
i.e. under normal conditions, the MSB works with pre-
paration – training, education and exercises. It works 
with developing legislation and follows up on how dif-
ferent municipalities live up to regulations. The MSB 
also conducts research and develop technical tools 
and operational methods to deal with accidents and 
emergencies. After accidents, disasters or emergen-
cies, the MSB will analyse the management (strate-
gic and operational) of the situation in order to learn 
and develop through these experiences.  

During emergencies, the MSB:s mandate varies de-
pending on if it’s a national or an international emer-
gency. Nationally, the MSB has an important role 
coordinating across and between actors from vari-
ous sector boundaries, but it has no operative role. 
The principles of proximity and responsibility applies, 
which means it is the local actors (i.e. municipalities) 
that carries the responsibility of dealing with disas-
ters, whilst the MSB provide them with support (e.g. 
expert advice and materiel) in order for them to retain 
this responsibility. The MSB also briefs the Govern-
ment on the consequences and management of on-
going major disasters. During this presentation I will 
focus on the international operations. 

Fig. 1: Disaster management cycle

Fig. 7: CAP message structure. External Resource URI: can be external map, audio file; area polygon could be 
definition of warning segment.



124 Lessons Learned - From Concept to Demonstrator 125Proceedings DEWS Midterm Conference 2009

assessment teams to the area in order to provide 
first-hand information on the disaster situation and 
priority needs of the victims. The team is composed 
of disaster management professionals who are no-
minated and funded by member governments (MSB 
often deploys personnel for such missions). Based 
on their information, the UN or the EU may send a 
specified request to member countries and ask them 
to assist in the relief operation.  

Usually the assessment team enacts an OSOCC – 
On-Sight Operations Coordination Centre - with the 
purpose of assisting the local authorities of the affec-
ted country with the management of the disaster, in 
particular the coordination of international assistance 
(e.g. search and rescue teams). Together with local 

emergency management Authorities, the OSOCC 
will assess the need for and use of further interna-
tional resources, register international relief teams 
and provides them with basic information about the 
situation, operations of national authorities and lo-
gistics arrangements. During an operation the MSB 
maintains close and regular contact with personnel 
in the field. A project manager is responsible for the 
communication with the field and works from the of-
fice in Sweden to facilitate the operation. The MSB 
also stand in close contact with other organisations 
active in the area that can facilitate the operation in 
various ways. 

What MSB would do in the operation depends of cour-
se on the type of aid that is being requested. If it was 
an earthquake, fast response teams would definitely 
be sent out. Time is of the essence when searching 
for survivors after natural disasters. The MSB can 
send an urban search & rescue team (USAR) within 
ten hours of a request for assistance. The team con-

the event of disasters overseas be dispatched to pro-
vide support for people usually resident in Sweden 
who have been affected by a disaster.   

In order to be on top of things, the MSB has a Duty 
officer, i.e. a man or a woman that always is prepared 
to pick up the phone and answer to calls from inside 
or outside the country. When he´s not on the pho-
ne he should be surveilling the news and informati-
on sights like, GDACS, Virtual Osocc and so forth to 
get a forewarning about big accidents or emergen-
cies that may lead to requests of assistance by the 
MSB. Apart from international websites, MSB has 
developed an own tool to receive swift information, 
called Connect and Protect, which I will present to 
you soon.

But first, let us take a look on how international rescue 
services, like the MSB, may act during humanitarian 
relief operations? For the sake of this conference we 
take a fictive tsunami as an example.

The process of an aid operation
When a tsunami occurs, it is swiftly registered by the 
GDACS (The Global Disaster Alert and Coordination 
System) which provides near real-time alerts about 
natural disasters around the world. As a subscriber 
to the GDACS, MSB:s Duty Officer will instantly re-
ceive an alert notification that combines information 
on the event, the population in the affected area and 
the vulnerability of that population. MSB may in this 
instance start to prepare for incoming requests of 
assistance (e.g. identify existing resources that ans-
wers to presumable needs in the affected area) but 
will never act without such a request. A request of 
assistance may come from the UN, the EU or the stri-
cken country directly. As a standard operation proce-
dure, the UN and the EU rapidly (within hours) send 

Fig. 3: An inside of Connect and Protect

cians, telecom-technicians or water purification – ex-
perts) to UN or European Union operations (we have 
a big database with different kinds of specialists for 
these types of operations). The MSB might also build 
a base camp with temporary accommodation and 
workplaces for humanitarian aid-workers. 

The MSB can also directly support victims and casu-
alties. Health and medical care, sanitation, and water 
supply are elements of that type of support. 

Another form of direct support is to ensure that there 
is accommodation for those made homeless and that 
they get the necessities and provisions they need. 
We can do this by providing tent camps and tent si-
tes, early reconstruction/recovery work and transpor-
tation and distribution.

The mobilising and carrying out of SAR operations 
belong on the list of the most urgent operations carri-
ed out after a disaster. 

Mine Action covers not only surveying and clearing 
of contaminated areas, but also education for the 
victimized people on how to avoid the dangers of mi-
nes. 

The MSB also conducts capacity-building projects in 
the field of disaster management; and provides sup-
port for the recovery work needed for infrastructures 
that have been damaged by conflicts and natural 
disasters. The MSB works actively towards develo-
ping the capacities of poor countries so that they can 
better prevent and manage major disasters. 

The Swedish Response Team (SRT) is a specifically 
trained operational team that can, at short notice, in 

modation, and delivering necessities, provisions and 
water, to people in need. 

The recovery/reconstruction phase, starts when the 
acute problems have been taken care of and the af-
fected community can start functioning again. During 
this phase the reconstruction of infrastructure com-
mences, as does the reestablishment of public servi-
ces and planning for future needs. 

The prevention phase is one part of the strengthening 
of a society’s capacity to manage major emergenci-
es. This is done by reducing or completely removing 
risks that can worsen the situation during a disas-
ter.  Community and building planning, the establish-
ments of health and medical services and support for 
authorities are just some examples of measures that 
are taken during this phase.   

The preparation phase can start early and aims to 
prepare a population for a possible major emergency. 
This is primarily achieved through training and exer-
cises for medical personnel, emergency and rescue 
services, and other vital public services. 

Given this brief overview on the emergency cycle – 
what does the MSB actually do in the field?

MSB´s areas of work
The different types of operations that the MSB cur-
rently has the capacity for can be summarised with a 
few headings. But each of these headings embraces 
a lot of different types of operations. 

Support to other organisations in a disaster or conflict 
area can also be called indirect support. This means 
that the MSB for example provides specialists (electri-

Fig. 2: MSB´s areas of work
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setting up refugee camps and taking responsibility 
for transportation and the distribution of necessities. 
One goal in this kind of support is that the local po-
pulation receives the training it needs to erect tents 
and even to meet the need for water, sanitation and 
electricity. This can also include education/training in 
first aid, nutrition and the spread of diseases.

Accommodation, provisions & necessities 
In a situation where thousands of people have lost 
their homes or have been forced to flee, the opportu-
nity to get some temporary accommodation can pro-
vide a greater chance of recovery.  The MSB has ex-
perience from a number of missions of preparing and 
setting up refugee camps and taking responsibility 
for transportation and the distribution of necessities. 
One goal in this kind of support is that the local po-
pulation receives the training it needs to erect tents 
and even to meet the need for water, sanitation and 
electricity. This can also include education/training in 
first aid, nutrition and the spread of diseases.

Health, sanitation, and medical care 
A functioning medical service is vital if the MSB:s 
overseas operations are to function properly. There-
fore there are always nurses or doctors on every large 
mission. For missions that require a more thorough 
level of medical care for operational personnel, the 
MSB can despatch a Medical Emergency Response 
Team. But this kind of medical support is provided 
for the humanitarian aid workers only and not for the 
victims of disasters. The MSB does however have 
the capacity to despatch medical personnel to carry 
out their own tasks. 

Usually the assessment team enacts an OSOCC – 
On-Sight Operations Coordination Centre - with the 
purpose of assisting the local authorities of the affec-
ted country with the management of the disaster, in 
particular the coordination of international assistance 
(e.g. search and rescue teams). Together with local 
emergency management Authorities, the OSOCC 
will assess the need for and use of further interna-
tional resources, register international relief teams 
and provides them with basic information about the 
situation, operations of national authorities and lo-
gistics arrangements. During an operation the MSB 
maintains close and regular contact with personnel 
in the field. A project manager is responsible for the 
communication with the field and works from the of-
fice in Sweden to facilitate the operation. The MSB 
also stand in close contact with other organisations 
active in the area that can facilitate the operation in 
various ways. 

What MSB would do in the operation depends of cour-
se on the type of aid that is being requested. If it was 
an earthquake, fast response teams would definitely 
be sent out. Time is of the essence when searching 
for survivors after natural disasters. The MSB can 
send an urban search & rescue team (USAR) within 
ten hours of a request for assistance. The team con-
sists of up to 78 members and 12 dogs (incl. search 
cameras, listening equipment and medical resour-
ces). The team is self-sufficient for 10 days so as not 
to further burden the affected country.

The Swedish Response Team (SRT)
After the tsunami in 2004, the government in Swe-
den decided to establish a Crisis Management Cen-
tre within the Government Offices as well as a per-
manent consular stand-by team that can assist the 
Swedish embassy in the stricken country (to assist 
with passports and other travel documents). On top 
of this, 30 national agencies and 21 regional autho-
rities were obliged to establish Duty officers so that 
they would be reachable 24 hours a day, every day 
of the year.  A decision was also taken to build up 
a resource to provide support for Swedish residents 
in distress overseas due to emergency situations. 
The Swedish Response Team (SRT) consists of 171 
members divided among three base units, which me-
ans that in theory at least, Sweden can send an SRT 
unit to three different emergencies simultaneously. 
The SRT contains priests, doctors, police officers, 
psychologists, and many other professions. Some of 
them are tasked to assess the needs for further de-
ployment of resources by the MSB and others to as-
sist with evacuation, crisis support and medical care 
for those affected.

In a situation where thousands of people have lost 
their homes or have been forced to flee, the opportu-
nity to get some temporary accommodation can pro-
vide a greater chance of recovery.  The MSB has ex-
perience from a number of missions of preparing and 

Fig. 6: The Swedish Response Team (SRT)sists of up to 78 members and 12 dogs (incl. search 
cameras, listening equipment and medical resour-
ces). The team is self-sufficient for 10 days so as not 
to further burden the affected country.

When a tsunami occurs, it is swiftly registered by the 
GDACS (The Global Disaster Alert and Coordination 
System) which provides near real-time alerts about 
natural disasters around the world. As a subscriber 
to the GDACS, MSB:s Duty Officer will instantly re-
ceive an alert notification that combines information 
on the event, the population in the affected area and 
the vulnerability of that population. MSB may in this 
instance start to prepare for incoming requests of 

Fig. 4: The process of an aid operation

assistance (e.g. identify existing resources that ans-
wers to presumable needs in the affected area) but 
will never act without such a request. A request of 
assistance may come from the UN, the EU or the stri-
cken country directly. As a standard operation proce-
dure, the UN and the EU rapidly (within hours) send 
assessment teams to the area in order to provide 
first-hand information on the disaster situation and 
priority needs of the victims. The team is composed 
of disaster management professionals who are no-
minated and funded by member governments (MSB 
often deploys personnel for such missions). Based 
on their information, the UN or the EU may send a 
specified request to member countries and ask them 
to assist in the relief operation.  

Fig. 5: USAR-team in practice
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real-time information sources (traffic cameras, notifi-
cations from alarm centres that immediately are dis-
closed on a map and news-feeds.

WIS is a national, Internet-based information sys-
tem created to facilitate information sharing between 
players in the Swedish emergency management sys-
tem before, during and after emergencies. With WIS, 

get a forewarning about big accidents or emergen-
cies MSB uses the Connect and Protect, which has 
been developed in cooperation with the ESRI-group 
(a world leading research company and provider of 
Geographical Information Systems). It aggregates 
thousands of data sources online (e.g. on earthqua-
kes, civil disturbances, terrorist incidents, weather, 
local traffic, crime statistics) and contains various 

Fig. 9: A base camp in Pakistan Fig. 10: Secondment of experts

Fig. 12: Education and exercises with rescue  
services

Fig. 11: Enacting temporary bridges

Fig. 13: Picture from the inside of Connect and Protect

buildings such as schools, hospitals, airport, roads, 
bridges, water systems and waste disposal. Capa-
city building contains of course more than infrastruc-
tural projects. For instance the MSB currently trains 
and supports the development of rescue services in 
Pakistan and Tadjikistan (urban search and rescue-
projects).

Development of strategic and operational IT-
tools
Some of the tasks of the MSB are to develop tech-
nical systems and tools for work on societal protec-
tion and emergency preparedness (both preventive 
– such as public warning systems -  and operative 
systems in order to enhance cooperation between 
different actors once an accident has occurred). To 

Support to other organisations 
The MSB has been involved in several missions whe-
re the main task has been to enact so called “base 
camps”, which are temporary camps for personnel, 
for example, from the UN to live and work in. A base 
camp has all the necessary functions for a tolerable 
existence in a troubled area (sleeping spaces, wor-
king spaces, areas for toilets and sanitation, kitchens 
and dining areas and spaces for recreation can all be 
included). Around 150-200 humanitarian aid workers 
could be self-sufficient with regard to power, food and 
water. Thus the humanitarian aid workers will not be 
a further burden to the affected country. 

The MSB can contribute towards capacity deve-
lopment with regard to the reconstruction of public 

Fig. 7: Accommodation, provisions & necessities

Fig. 8: MERT – Medical Emergency Response Team
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these issues. During one of the presentations yester-
day it was mentioned that ”if one is building a system 
to deal with natural disasters, one should also have 
knowledge of how one deals with such disasters”.  
During the course of the project the MSB is naturally 
willing to help by trying to answer any questions you 
– our partners – may have in this regard. 

These days we have heard about and also witnessed 
the progress and substantial results that has emana-
ted from the work put down. We seem to be pacing 

well on the track of reaching the aims of the project. 
Nevertheless, an alarm system in itself – no matter 
how perfect it is – does not save lives. Lives are sa-
ved because we act upon information that can be 
delivered by alarm systems. And it is how we act in 
those situations that will determine how many lives 
are spared. 

MSB has several projects going on in a number of 
countries that focuses on enhancing various disas-
ter management capacities. In these projects MSB 
shares an aim with the other countries to have a joint 
development – a sharing of experience that leads to 
a transfer of know-how.  Below I have listed some 
areas that I think could be interesting for the INCO-
partners to look into:   

The MSB also to provides a national website for 
emergency information, directed at the general pu-
blic and the media. The purpose of the website is 
to describe how emergency management works in 
Sweden, and to explain the roles and responsibilities 
of various authorities in the event of an emergency. 
During an emergency, the site provides an overall 
view of events, FAQ:s and contact information to  
authorities who are stakeholders in the event. After 
the emergency, it summarises events and describes 
experiences gained.

Continuous contributions to the DEWS-project
During the DEWS-project MSB:s main obligations 
have been focused on the establishment of an end-
user panel in order to gather information on the exis-
ting warning system structures as well as the opera-
tional needs of the DEWS-system. In order for the 
downstream part of the project to function in an opti-
mal way it is nevertheless necessary to analyze the 
information chain between actors on the national, re-
gional and local levels of society. Not only regarding 
how tsunami alarms are to be dispatched but also on 
information exchange on operational decisions and 
activities which different actors in the emergency sys-
tem undertake in order to deal with the consequen-
ces of a tsunami. As shown, MSB has developed 
IT-tools for strategic information exchange and can 
also share experiences with the INCO-partners on 

Fig. 16: Pictures from the national website for emergency information

way, WIS supports joint communication and situati-
on awareness, that is the decision-making process, 
which enhances the possibilities of making wise de-
cisions during an emergency.

various actors (on local, regional and national levels) 
can share management information with one another 
in journal form. When widely deployed, it creates the 
prerequisites for quickly obtaining comprehensive 
situational assessments during emergencies. In this 

Fig. 14: Picture from the inside of Connect and Protect

Fig. 15: Pictures from the insi-
de of WIS, where you have the 
logbook and a journal sheet 
open, which ones uses to pu-
blish information about ones 
activities or decisions
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Rescue Work and Coordination with the National Authorities in 
Thailand 

Göran schnell

The Swedish Fire Protection Association, SFPA, SE-11587 Stockholm, Sweden, goran.schnell@svbf.se

Göran Schnell tells us about his personal experi-
ences as the leader of the Swedish Rescue Servi-
ces Agency in southern Thailand after the tsunami 
disaster on December 26, 2004. The story contains 
facts about the tsunami and its impacts, the coope-
ration between different actors during the occasio-
nally chaotic rescue work, handling of deceased, the 
repatriation of survivors, heavy processes such as 
identification work, meetings with families of victims, 
official ceremonies and visits as well the robust Thai 
society. Mr. Schnell also underlines how important it 
was to be sensitive to those affected. Being present 
and showing compassion is essential in crisis ma-
nagement. 

Göran Schnell has worked 35 years in the Munici-
pal Civil Protection, served two years in Kosovo and 
equal time in the NATO headquarters in Brussels. 
There he worked with international disaster manage-
ment coordination. Since 2003 Göran is the CEO of 
the Swedish Fire Protection Association.

Identify shortcomings in given emergency sys-•	
tems and operative procedures 

Mass scale evacuations - exercises and making •	
assessments and mappings of good assemble 
areas after evacuation and places for temporary 
accommodations. Prevention of accidents during 
mass scale evacuations. 

The reception and coordination of international •	
assistance

Urban and maritime Search and Rescue•	

Provision on temporary shelters and bridges•	

Water purification and sewage systems•	

Waste management including building rubble•	

I am not saying that it is a “free smorgasbord”. MSB 
will not initiate projects unless a country has reque-
sted for assistance. And the projects must also be 
financed by an external part – and liked – or at least 
not disliked – by the government. But given that IN-
CO-partners find an interest in a joint capacity buil-
ding project, I would like to invite you to send in a 
request which hopefully will be a basis for launching 
such a project.  

The more prepared we are the less severe will be 
the consequences of emergencies and crises. The 
first step towards a stable and robust society is to 
analyze the given systems and procedures that are 
in place today in order to detect vulnerabilities at dif-
ferent phases of an emergency cycle – from prepa-
redness to response and recovery. These analyses 
must be done by the relevant actor/country themsel-
ves, but after having detected areas that needs to 
be developed, the MSB can be a partner that can 
contribute to achieving your goals.
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Leveraging Femtocells for Dissemination of Early Warning  
Messages     
Edward Mutafungwa1, Jyri Hämäläinen1

1 Department of Communications and Networks, Otakaari 5, FIN-02015, P. O. Box 3000, Teknillinen korkeakoulu 
(Helsinki University of Technology), Espoo, Finland, edward.mutafungwa@tkk.fi 

Abstract
The timely, reliable and accurate dissemination of 
early warning messages to targeted recipients under 
a hazard risk is challenging operation. Of the existing 
telecommunications infrastructure, Public Land Mo-
bile Networks (PLMN) are considered highly useful 
for dissemination of text-based warning messages, 
due to the high penetration of mobile services and 
ability to reach subscribers wherever there is net-
work coverage. However, conventional macrocellu-
lar mobile networks are constrained by capacity and/
or coverage, causing delay or non-delivery of war-
ning messages.  To that end, femtocellular networks, 
which provide capacity gains and ubiquitous indoor 
coverage, have emerged as an attractive solution 
that could complement macrocellular networks in 
disseminating warning messages. In this paper, we 
analyze the limitations of existing mobile networks 
for early warning dissemination, identify the benefits 
of leveraging femtocells for the purpose of dissemi-
nating early warning messages and highlight some 
possible implementation challenges.

Introduction
The main objective of any early warning system is 
to rapidly disseminate warning messages to specific 
individuals, communities or organizations in respon-
se to an imminent or oncoming hazard event (e.g. 
hurricane, coastal flooding, forest fire, nuclear fallout, 
etc.). The warning dissemination has to be executed 
in a manner that ensures that the message delivery is 
timely; the message content is accurate; understan-
dable, and usable [GLANTZ (2003), WMO (2007)]. 
Therefore, all available broadcast (television, radio) 
and telecommunication infrastructure must be used 
to increase the likelihood of the warning message 
reaching all persons under risk and organizations ex-
pected to respond to a hazard scenario. 

In recent times privatization and deregulation mea-
sures widely adopted within the telecommunications 
sector, resulting in, increased competition; higher 
efficiency; cutting-edge innovations; affordable ser-
vices for users (thus increasing service penetration 
to hitherto unconnected citizens), and significant re-
venues for telecommunication service providers. As 
a result privately-owned telecommunication service 
providers are being relied upon to provide services, 
not just for the general public and the private sector 
customers, but also for government agencies and 
authorities. These services include both traditional 

(commercial) services and emergency services, 
such as, the early warning services addressed in this 
paper.

Public Land Mobile Networks (PLMN) are now con-
sidered one of the most important telecommunica-
tions infrastructures for delivery of messages origi-
nating from early warning systems. The high level of 
penetration of mobile handsets, subscriber mobility 
and the widespread adoption of mobile messaging 
services (in particular, the Short Message Service or 
SMS) make the PLMN attractive for mass dissemina-
tion of messages to targeted recipients. 

However, conventional (macrocellular) PLMN are 
engineered to support busy hour traffic loads, rather 
than simultaneous messaging to a large user base, 
as required for early warning. As a result, warning 
messages delivered using mobile messaging ser-
vices, such as SMS, may be excessively delayed 
or dropped altogether due to inadvertent network 
congestion or deliberate denial-of-service attacks 
[MENG (2007)]. Moreover, cost-constraints applied 
to network planning may lead to imperfect coverage, 
particularly in indoor environments. The methods 
employed to improve indoor coverage include the 
use of repeaters, distributed antenna systems, mi-
crocellular base stations (BSs), and the more recent 
femtocellular network concept [CHANDRASEKHAR 
(2008)]. 

Femtocells are characterized by simple, low cost, 
low transmission power and plug-and-play femto or 
home BSs, which are deployed indoors similar to 
WiFi access points. Another attractive feature of fem-
tocells is the utilization of IP backhaul through a local 
broadband connection (e.g., digital subscriber lines, 
passive optical networks, cable modems etc.). This 
reduces the likelihood of congestion by avoiding pos-
sible traffic bottlenecks in macrocellular networks. 
Moreover, the offloading traffic from macrocellular 
networks to local broadband connections allows re-
direction of macrocell BS resources towards delivery 
of early warning or emergency call services to users 
in the area under risk but without femtocellular net-
work coverage.   

This paper presents the most significant and positive 
aspects of using femtocells as platform for dissemi-
nation of early warning messages. These benefits 
are emphasized further by pointing out the limitations 
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nition (GAD) [3GPP (2006)]. The operator would then 
translate the GAD into a radio coverage map to be 
used for defining the cell broadcast area. Furthermo-
re, the use of a common broadcast channel in CBS 
means that message non-delivery due network con-
gestion could be avoided and the message sending 
could be repeated periodically. 

However, current the CBS service has several limi-
tations: 

Can send only text-based messages of a limited •	
length (15-93 characters);

Some user devices are shipped without basic •	
CBS capabilities;

Some CBS-capable user devices may have to •	
be enabled and configured to listen-in (opt-in) on 
the broadcast channel(s) reserved for emergen-
cies;

There are no acknowledgements from UE for •	
successful message delivery;

The cell size resolution is poor, particularly in ru-•	
ral areas where macrocell diameter could be 10s 
of km, making CBS impractical for sending war-
ning to smaller areas under risk (see Figure 2);

Lack of significant commercial interest in CBS •	
has meant slow development of technologies 
for CBS enhancement and low motivation for 
some operators to enable the service in their 
networks.

2) Geographical targeting 

Another significant challenge is the ability of the EWC 
to send SMS messages to a particular geographical 
areas deemed to be under risk. This is because the 
UE is a mobile (non-geographic) network endpoint 
that could be located anywhere within coverage 
area of the mobile network. Therefore, target mes-
sage recipients (mobile subscribers) cannot be geo-
referenced at the EWC centre based solely on their 
address value (typically, the MSISDN). 

The subscriber location information is available at 
the discretion of the mobile network operators. The 
operators are able detect geographical location 
(and optionally velocity) of UE based on positioning 
functions (measurement of radio signal and position 
computations) performed by UE (subscriber-based), 
network infrastructure (operator-based), or both. This 
subscriber location information (e.g., latitude/longitu-
de, cell ID) is continuously updated in the network’s 
subscriber registers (HLR/HSS, VLR, EIR, etc.) for 
purposes of billing, service marketing, service provi-
sioning, fault resolution, service customization, tran-
saction processing and so forth. 

Cell Broadcasting
Cell Broadcast Service (CBS) is considered a viable 
alternative to SMS warning message dissemination 
[ETSI (2006)], as it uses a common broadcast chan-
nel to be broadcast text messages to all subscribers 
within a defined geographical cell broadcast area, 
comprising one or more cells. The EWC could spe-
cify the area under risk to the mobile operator using 
the standardized Universal Geographical Area Defi-

Fig. 2: Macrocellular coverage exceeding size of area under risk. With 
CBS even UE outside risk area receive warnings.

Multimedia Broadcast Multicast Service, MBMS) and 
so on. The network’s subscriber/equipment regis-
ters and location centers provide profile information 
and functionality that could be exploited for location-
based messaging, allowing warning messages to be 
disseminated to particular geographical areas.

Limitations
1) Message delivery delay or non-delivery

The conventional PLMN was not originally conceived 
to offer broadcast-type mass text or multimedia mes-
saging services. Therefore, attempts to disseminate 
messages over the network may result in excessive 
latency or even message non-delivery. Furthermo-
re, limitations in network coverage may also result 
in message reaching certain target recipients over 
when they move back to areas with coverage. In an 
early warning use case, the any significant delay or 
failure in message delivery would imply failure of a 
EWS to meet its basic functional requirements.

    

Example measurements previously carried out in a 
live network on performance of SMS indicated an 
overall delivery failure ratio of 5% and delays in ex-
cess of 5 minutes for a tenth of the messages sent 
[MENG (2007)]. This performance could degraded 
significantly with the development of “flash-crowds,” 
that cause significant increased in traffic intensity 
[MENG (2007)], for instance during a festive occa-
sions. A similar phenomenon is observed when a 
sudden surge in call or message sending attempts 
congests networks in the immediate aftermath of a 
hazard event (e.g. severe network congestion ob-
served after the 7/7 London Bombing [GLA (2006)]). 
This makes it difficult to send post-event instructio-
nal messages or further warning messages in case a 
follow-up to the hazard even it imminent.

in existing approaches. The possible implementation 
challenges for warning message delivery via femto-
cells are also highlighted. 

Conventional Mobile Warning Message Dissemi-
nation 
System Implementation
The diagram of Figure 1 illustrates the general con-
figuration of the conventional mobile network net-
works dissemination of early warning messages. In 
this case, the message generated by the Early War-
ning Center (EWC) would be delivered to the mobile 
network via a component that we generally refer here 
to as the external messaging entity (EME). The EME 
transforms the warning messaging generated by the 
EWC (e.g., XML-based CAP message with image at-
tachments) to a message format (e.g., 160 character 
SMS) suitable for delivery over the mobile network. 
The EME might be a client messaging application, 
voicemail server, mail server, third-party messaging 
gateway or any other entity capable of originating 
mobile messages.

The EME submits the message to a mobile network’s 
Messaging Center (MC) typically via a secure IP con-
nection and access protocol (SMPP, CIMD2, UCP/
EMI) selected by the MC vendor. The MC is a messa-
ging server that authenticates the message origina-
tor, initiates and manages message delivery through 
the mobile network to Mobile Station (MS) or User 
Equipment (UE). Furthermore, the MC may inform 
the EME on the status (success, queued, failure due 
to invalid UE address, etc.). The EWC may request 
the status reports from the EME to monitor overall 
progress of warning dissemination process. Depen-
ding on the messaging scheme employed, the MC 
could be a SMS-SC or SMSC (for SMS), MMS-SC 
or MMSC (for Multimedia Messaging Service, MMS), 
CBC (for Cell Broadcast Service, CBS), BM-SC (for 

Fig. 1: Simplified illustration of early warning dissemination via conventional mobile networks
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enables efficient dissemination of rich multimedia 
warning messages using MMS instead of SMS or 
MBMS instead of CBS. The SMS and CBS light-
weight messages only offer very brief textual infor-
mation to the recipient, thus obliging the recipient to 
check alternative information sources (TV, radio, web 
bulletins, etc.) for supplementary details on the war-
ning.  On the other hand, multimedia warning messa-
ges may include maps, pictures, audio or video clips, 
and so on, with self-sufficient details (see examples 
of Figure 6).

Concluding Discussions 
Conclusions
Femtocellular networks promise to be a competiti-
ve technology solution for future mobile broadband 
networks. This paper described how the benefits and 
features of femtocells could be leveraged for dis-
semination of early warning messages by a EWS, 
creating the possibility of sending rich multimedia 
messages with more comprehensive details, targe-
ting relatively small geographical areas and relieving 
congestion from macrocellular networks. 

Recent technical studies, laboratory trials, early 
product development and standardization activities 
on beyond 3G femtocells, in the form of Long Term 
Evolution (LTE) Home eNodeB [SIEDEL (2008)] and 
WiMAX Femto Access Points [YEH (2008)], indicate 
that equipment manufacturers and operators are al-
ready addressing the challenges of evolving the fem-
tocellular networking concept. These advances could 
offer even more benefits not only for early warning, 
but for emergency telecommunications in general.

put some additional requirements on the architecture 
of femtocellular networks. 

(b). Femtocells offer finer cell size granularity typi-
cally in terms of 10s of meters (see Figure 5) compa-
red to 10s of km for macrocells (see Figure 2). This 
enables warning message dissemination to be more 
precisely targeted even to the small geographical 
areas covered by femtocells. We also note that CSG 
can be disabled if there is a need to broadcast war-
ning messages to all terminals within the coverage 
area of the femto BS.   

(c). It is an option to require that privately owned fem-
tocells can be switched on remotely by operator in 
case of request from public authorities or emergency 
response organizations. 

(d). Femto GW maintains the so-called neighbor list 
of femto BSs, that is, it knows the identities of the 
closest neighbors of each femto BS, operated by the 
same operator. 

(e). Operator can potentially reconfigure both open 
and closed access femto BSs so that, for instance, 
transmission power is increased in order to maximi-
ze the broadcasting coverage. On the other hand, 
in case of misuse or other fraudulent practices (e.g., 
sending spam messages or hoax warnings), opera-
tor can choose to disable a rogue femto BS.

(f). Femtocellular networks provide at least an or-
der of magnitude improvement in capacity compa-
red to purely macrocellular network implementation 
[CHANDRASEKHAR (2008)]. This capacity gain 

Fig. 5: Smaller femtocellular coverage areas enabling more precise 
broadcast of warnings to areas under risk

[CHANDRASEKHAR (2008)]. The primary advanta-
ges of femtocellular networks are that they consist of 
inexpensive femto Base Station (BS) units (see ex-
ample of Figure 3), installation of the network follows 
a plug-and-play approach, and the femto BS trans-
mission power levels are several decibels lower rela-
tive to handheld terminals.

One unique characteristic of the femto BS approach 
is that the CPE can be deployed autonomously in a 
private or business customer premises by a user in 
much the same way as digital subscriber line (DSL) 
modems. The femto BS equipment can potentially 
be owned by user, and configured to closed access. 
Then it only provides access to a restricted group of 
users, e.g., family or household members who form 
the so-called Closed Subscriber Group (CSG). If 
CSG is not used, femtocell allows open access to all 
subscribers of the operator. The femto BS is connec-
ted to the femtocellular gateway (femto GW) of the 
operator. In turn, this gateway services up to hund-
reds of femto BS units, which forwards the data to 
operator network or Internet.

Benefits of using Femtocells for Warning Mes-
sage Dissemination
Figure 4 shows the architecture of the EWS with fem-
tocell. We note that it is foreseen that strong interest 
of large mobile operators towards femto BS concept 
will drive the mass deployment of femtocells.

From a EWS perspective, the following aspects are 
especially interesting:

(a). Femtocells provide potential means to omit the 
congestion in wide area cellular network while broad-
casting warning messages. Yet, this property may 

Using Femtocells for Message Dissemination 
Femtocell Concept
Recently, indoor solution based on femtocellular 
networks has been proposed in order to provide 
ubiquitous coverage for in-building communications 

Fig. 3: Example of a commercially available femto 
BS device

Fig. 4: Simplified illustration of early warning dissemination via conventional and femtocel-
lular networks



140 Lessons Learned - From Concept to Demonstrator 141Proceedings DEWS Midterm Conference 2009

Literature
Chandrasekhar, V., & Andrews, J. G., (2008): Femto-

cell Networks: A Survery, IEEE Communications 
Magazine, Vol. 46 : p 59-67; New York.

ETSI (2006): European Telecommunications Standards 
Institute (ETSI), Technical Report 102 144: Analy-
sis of the Short Message Service (SMS) and Cell 
Broadcast Service (CBS) for Emergency Messag-
ing applications: February 2006. 

GLA (2006): Report of the 7 July Review Committee: 
Greater London Authority: June 2006. 

Glantz, M. H. (2003): A Usable Science report on the 
workshop on “Early Warning Systems: Do’s and 
Don’ts,” 20-23 October 2003, Shanghai, China, re-
port prepared February 2004.

Meng, X., Zefros, P., Samanta, V., Wong, S. H., & Lu, 
S. (2007): Analysis of the reliability of a nationwide 
short message service: in Proceedings of 26th An-
nual IEEE Conference on Computer Communica-
tions (INFOCOM), Anchorage, Alaska, 2007, pp. 
1811–1819. 

Siedel, E., (2008): Updates from 3GPP standardisa-
tion, Nomor Research GmbH newsletter.

WMO (2007): WMO Multi-Hazard Early Warning 
Demonstration Projects, Outline for Documenta-
tion of Good Practices in Early Warning Systems, 
developed by the Expert Meeting on National Me-
teorological and Hydrological Services’ Par-
ticipation in Disaster Risk Reduction Coordination 
Mechanisms and Early Warning Systems, WMO HQ 
(Geneva, Switzerland), 26-28/11/2007.

Yeh, S., Talwar, S., Lee, S. –C. & Kim, H. (2008): 
WiMAX Femtocells: A Perspective on Network Ar-
chitecture, Capacity, and Coverage, IEEE Communi-
cations Magazine, Vol. 46 : p 58-65; New York. 

3GPP (2006): Third Generation Partnership Project 
(3GPP), Technical Standard 23.032: Universal 
Geographical Area Description: June 2006.

protocol solutions are applied. Furthermore, the 
requirement to temporary open-up closed access 
femtocells for early warning message dissemination 
purposes, presents many macrocell-to-femtocell in-
terworking research questions (interference mitiga-
tion, handover mechanisms, spectrum allocation, di-
mensioning of IP backhaul capacity to accommodate 
macrocellular users, etc.) that need to be addressed. 
Therefore, detailed system simulation studies and 
market analysis (to evaluate various market penet-
ration scenarios for femtocells) will are required to 
fully understand the immediate and future potential 
impacts of  femtocell deployments for early warning 
purposes.

Future Research Challenges
The development of the femtocell concept has been 
ongoing for just a few years and first versions of pre-
standards femto BS have only recently reached the 
markets. While the business prospects of femtocells 
for residential markets have been the main driver for 
the femtocell development work, emergency telecom-
munications and other potential services for public 
authorities have not been considered in great detail 
at this stage of the development. Therefore, emer-
gency response organizations and public authorities 
need to be made aware of the progress and potential 
new opportunities provided by femtocells. 

On technical side the implementation of early war-
ning systems through femtocells will be challenging 
because currently vendor-specific architectures and 

Fig. 6: Example enhancement in early warning information offered by multi-
media messaging
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performed. For further details and results, see NGI 
(2008a; in prep.).

Run-up heights as described above may be disast-
rous for the inhabitants. Moreover, in the summer time 
thousands of tourists visit this fjord system. Hence, 
an early warning system is established based on the 
fact that large rock slides give many pre-failure si-
gnals. The rock slope is monitored by rod extenso-
meters, GPS systems, instrumented boreholes, laser 
technology, radars, a seismic network of geophones, 
an automated total station with 30 prisms, a weather 
station, and web cameras. When motions in the rock 
slope pass certain threshold values, warnings are 
disseminated by air horns  and cell phones. The mit-
igation measures further include evacuation plans, 
routes, and drills. The awareness of the people is en-
sured by comprehensive information and education, 
see http://www.aknes-tafjord.no

Three different aproachs have been used to assess 
the risk associated with the potential Aknes rock sli-
de. Eidsvig et al. (in press) apply a simple and prac-
tical method for estimating the risk due to a potential 
tsunamigenic rock slide, by assessing quantitatively 
hazard, vulnerability, and elements at risk.  The pro-
posed method introduces empirical relations between 
the risk components and illustrates the uncertainty 
propagation through the steps in the risk analysis. 
The risk assessment considered two hazard con-
ditions: One based on historical data, and another 
based on the expert’s beliefs for the slope stability 
(site dependent). 

Eidsvig and Medina-Cetina (2008) followed an ap-
proach based on Bayesian Network (Medina-Cetina 
and Nadim, 2008), which introduces the notion of 
casual effects. An important feature of the Bayesian 

2, and finally nested (one way) with the run-up model 
ComMIT (Løvholt et al., in press; NOAA, 2009).

The ongoing investigation includes simulations of 
altogether twelve potential scenarios and historical 
events located at Aknes and elsewhere in the same 
fjord system. The historical events are included to put 
the efforts into a proper historical context and applied 
for model comparison. In addition to numerical simu-
lations, both the two-dimensional laboratory experi-
ments performed at the Hydrodynamics Laboratory, 
University of Oslo, and the three-dimensional labora-
tory experiments performed in the 1:500 scale model 
at the Coast and Harbour Research Laboratory, SIN-
TEF, Trondheim, have provided useful input for the 
numerical modelling as well as data for verification 
of the numerical model setup. As a preliminary con-
clusion, the results indicate that the dispersive long 
wave model is capable of modelling the generation 
phase fairly accurate.

Example of a run-up calculation for a 35 Mm3 rock 
slide tsunami scenario at Hellesylt is shown in Figure 
3. The resolutions applied for the nested grids are 
varying from 5 m to 40 m. The surface elevation in 
the fjord prior to amplification of the wave is about 5 
m while the maximum inundation height is about 20 
m. Comparisons with other run-up models are also 

Fig. 2: Wave propagation in Storfjorden 90 s after 
release of a 35 Mm3 rock slide at Aknes (red area).

Fig. 3: Maximal surface elevation (m) of the 35 Mm3 
scenario at Hellesylt. The shoreline at equilibrium is 
represented by the red line.

derate tsunami hazard. 

Tsunamigenic earthquakes in the North Sea, the 
Norwegian Continental Margin, and the Norwegian-
Greenland Sea are considered non-critical as the 
intraplate seismicity is low-to-intermediate, the ac-
tive spreading zone does not produce tsunamigenic 
earthquakes, and there are few historical earthqua-
kes above Mw6 (Bungum and Lindholm, 2007). Also 
the Jan Mayen and Iceland volcanic sources, the 
landslide sources north of Svalbard as well as the 
Grand Banks, Canary Islands, Cape Verde, and Ca-
ribbean far-field sources are considered non-critical 
with regard to tsunami hazard in NEA. It should be 
noted that a proper classification of the tsunamigenic 
potential of the continental margins surrounding the 
northern North Atlantic and Arctic Ocean is difficult to 
assess, as important segments of these margins are 
not mapped in sufficient detail. This is particularly the 
case for the margins of the Arctic Ocean, but also for 
parts of the margins of Iceland, Greenland and Sval-
bard, and to a lesser degree the Barents Sea margin 
and some areas off Norway.

Rock slide tsunami studies
There are several historic records of catastrophic 
rock slide tsunamis in Norwegian fjords and lakes (cf. 
e.g. the EU GITEC-TRANSFER tsunami catalogue, 
Figure 1). 

Potential Aknes rock slide tsunami
In the inner part of Storfjorden, Western Norway, an 
unstable rock slope is detected at Aknes, Figure 2. 
The fracture 800 m.a.s.l. opens with a rate of 7-20 
cm/year. To gain information about probable rock 
slide velocities and flow depths, different numerical 
rock slide models have been applied and compared. 
The tsunami simulations are based on the Boussi-
nesq equations (including the effects of both disper-
sion and non-linearity) for the generation (with input 
from the rock slide models) and propagation, Figure 

Tsunami hazard assessment and early warning systems for the 
North East Atlantic
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NE Atlantic tsunami hazard – summary of the tsu-
namigenic source potential
Potential tsunamigenic sources in the North East 
Atlantic (NEA) are assessed for a first screening of 
regional tsunami hazard. The study is performed wi-
thin the framework of the EU project TRANSFER (Ts-
unami Risk And Strategies for the European Region). 
Both near-field and far-field sources are considered. 
An overview of past tsunami events in the region is 
revealed in Figure 1. 

Based on modelling and evaluation of the correspon-
ding tsunami scenarios (in parts elaborated below), 
potential rock slides located in the fjords of Western 
Norway are considered the only high risk tsunami-
genic sources in NEA (the fjords in Greenland are 
not investigated). Submarine landslides off the Nor-
wegian continental margin, rock slides in Northern 
Norway, as well as earthquakes off the Portuguese 
coastline are identified as sources constituting mo-

Fig. 1: Past tsunami events with relevance for the 
NEA region. From the EU GITEC-TRANSFER tsuna-
mi catalogue.
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a new glacial period causing sedimentation and weak 
layers followed by isostatic landlift and earthquakes 
is required to trigger new landslides large enough to 
produce a damaging tsunami (Bryn et al., 2005). 

Due to offshore exploration of the Ormen Lange gas 
field located in the scar of the Storegga Slide, the 
seabed in this area is probably the best studied deep 
sea area globally. Based on the present soil condi-
tions and slope stability analysis, it is found that the 
potential for large scale landslides in the Storegga 
/ Ormen Lange area is small (Kvalstad et al., 2005; 
Nadim et al., 2005). Simulating landslides of different 
volumes and dynamics, Løvholt et al. (2005) found 
that a landslide with a volume of 5 km3 combined 
with a maximum velocity of 10 m/s is needed to ge-
nerate waves with near shore surface elevation of 
more than 2 m. The probability of such landslides is 
in the order of 10-8 and thus hardly quantifiable (Na-
dim et al., 2005).

Tsunamis generated by earthquakes off Portugal 
and by landslides at La Palma, Canary Islands
Simulations of two synthetic earthquake scenarios 
of magnitudes 8.5 and 8.7 off the Portuguese coast 
are conducted. The scenarios have different orienta-
tions, and the consequences towards Great Britain, 
Ireland, and the Nordic Sea are briefly investigated. 
Simulations are performed using the dispersive Glo-
Bouss model and a linear shallow water model on 
ETOPO1 bathymetry, used with 2’ resolution. Only a 
small effect of dispersion is found by comparing the 
two models. Far-field directionalities towards (slight-
ly north of) Newfoundland and the West Indies are 
found for the two sources, respectively. In addition to 

lity and the area’s tsunamigenic potential. The main 
findings are that the pore pressures have been dissi-
pating since the ice age and the stability of the slopes 
is generally good. 

Preliminary numerical simulations of the tsunamis 
generated by different submarine landslide scenari-
os on the North Sea Fan are extended with various 
landslide and tsunami models. An example of a ts-
unami generated by a 300 km3 landslide with a maxi-
mum velocity of 16 m/s and a run-out distance of 100 
km is presented in Figure 6. The tsunami scenarios 
have much smaller volumes (and maximum veloci-
ties) than the Storegga Slide, and therefore give cor-
respondingly smaller waves.

Tsunamis generated by potential North Sea Fan 
landslides further appear to have only somewhat 
smaller impact on coastal areas than the scenarios 
discussed for the Storegga/Ormen Lange area (Løv-
holt et al., 2005), due to larger generation depths 
(which yields relatively smaller Froude numbers) 
and larger distance from the source to the coastli-
ne (more radial spread). The effect of dispersion and 
non-linearity is small. To improve the understanding 
of the landslide dynamics and the corresponding ef-
fect of the generated tsunami, the problem has to be 
revisited, among others due to a discrepancy in the 
maximum velocity in the landslide models.

The 8200 BP Storegga Slide and potential for large 
scale tsunamigenic landslides in the Storegga/Or-
men Lange area

Combinations of landslide morphology, dating, tsuna-
mi modelling, and paleotsunami data provide solid 
understanding of the tsunami generated by the 8200 
BP Storegga Slide (Bondevik et al., 2005). However, 

Fig. 5: The maximum surface elevation (m) during 
run-up in Flam for the largest scenario. The shoreline 
is coloured red and the equidistance for the thickest 
contours is 20 m. Pink colour is elevation above 70 m. Fig. 6: Maximum surface elevation (m) for a potenti-

al 300 km3 North Sea Fan landslide tsunami with a 
maximum velocity of 16 m/s and a run-out distance 
of 100 km.

but potential waves may be handled by appropriate 
structural design of the buildings and infrastructure 
close to the shoreline. For more details and results, 
see NGI (2009).

Submarine landslide tsunami studies
Potential North Sea Fan landslide tsunamis
The North Sea Fan is the location of several lands-
lides that contribute to the Storegga Slide complex. 
The 8200 BP Storegga Slide itself did not encroach 
much on the fan, but older landslides with dimensi-
ons in the same order of magnitude as the Storegga 
Slide have occurred there during previous interg-
lacial periods over the last 500 kyrs (Solheim et al. 
2005). The rapid deposition on the North Sea Fan 
potentially builds up quite high pore pressures. Some 
concern that new landslides may develop in the area 
therefore led to the initiation of a study of slope stabi-

Network approach is the capacity to back-propagate 
evidence to generate a diagnosis based on current 
evidence. Diagnosis analysis results for prescribed 
risks could be a useful tool during operation of an 
early warning system.

Finally, Lacasse et al. (2008) describe risk assess-
ment by event tree analysis. The event tree analysis 
approach is especially useful for geo¬tech¬nical pro-
blems that involve large uncertainties. The probabili-
ty of occurrence and the risk were obtained through a 
consolida¬tion of all the branches of the event tree.

Potential Nordnes rock slide tsunami
In the fjord Lyngen, located in Troms county, Nort-
hern Norway, an unstable mountain side is detected 
at Nordnes. The potential rock slide is located 7 km 
away from the village Lyngseidet on the opposite 
side of the fjord, see Figure 4.

Simulations of the generation and propagation of 
the tsunami for two scenarios are performed using 
a linear hydrostatic model, as well as a finite ele-
ment Boussinesq model. The run-up estimations are 
based on empirical data for the amplification factors 
from laboratory experiments. The result for the lar-
gest scenario (11 Mm3) is shown in Figure 4. The 
surface elevation outside the rock slide area is abo-
ve 60 m. The amplitude is reduced over the shallow 
submarine ridge outside Lyngseidet due to wave 
breaking. The run-up for the largest scenario is esti-
mated to be in the range of 25-45 m at Lyngseidet. A 
breaking feature in the Boussinesq model is included 
by adding a diffusion term to the equations (Glimsdal 
et al., 2007). For more results and details, see NGI 
(2008b).

Potential Stampa rock slide tsunami
Near the village Flam located in Sognefjorden, Wes-
tern Norway, a huge potential rock slide is observed. 
The total volume may be of order 100 Mm3 and po-
tential rock slides will impact the fjord only 1 km from 
the village Flam and 4 km from the village Aurlands-
vangen. Minor damping due to radial spread in a nar-
row fjord system will cause large waves also far from 
the location of the impact.

Simulations of the generation, propagation, and run-
up for three potential scenarios (0.2, 5, and 40 Mm3) 
are performed. The run-up at Flam is calculated to 
be in the range 3-4 m for the smallest scenario while 
the largest may give a run-up of 40-80 m, Figure 5. 
For the generation and propagation we have applied 
the Boussinesq type GloBouss model (Pedersen and 
Løvholt, 2008; Løvholt et al., 2008; Løvholt et al., in 
press). The run-up calculation is performed with the 
ComMIT model.

Investigations in order to stabilize the largest scena-
rios by rock slope pore water drainage are under-
way. For the smallest scenario, there is no such cure, 

Fig. 4: Upper panel: Maximum surface elevation (m) 
between the village Lyngseidet and the rock slide  
area (red box). Lower panel: Surface elevation (m) 
90 s after rock slide release (lower panel). Both pa-
nels show results for the largest scenario with a vo-
lume of 11 Mm3. The shoreline and the 20 m depth 
contour line are plotted.



146 Lessons Learned - From Concept to Demonstrator 147Proceedings DEWS Midterm Conference 2009

jorden, testing of numerical models for rock slide 
and tsunami, coupling to laboratory experiments. 
NGI report 20051018-2.

NGI (2008b): Flodbølger etter mulig fjellskred Nor-
dnes, Lyngen kommune: Beregning av mulige fjell-
skred og flodbølger (Potential rock slide tsunamis 
at Nordnes, Lyngen Municipality. In Norwegian). 
NGI report 20071677-1.

NGI (2009): Skred- og flodbølgeberegninger ved 
Flam, Aurland kommune (Rock slide and tsunami cal-
culations at Flam, Aurland municipality. In Norwe-
gian). NGI report 20081693-1.

NGI (in prep.). Final report for the Aknes-Tafjord 
project. NGI report 20051018-3.

NOAA (2009): Web page for ComMIT: http://nctr.pmel.
noaa.gov/ComMIT. (Website accessed 2008-06-24).

Pedersen, G.K. and F. Løvholt (2008): Documentation 
of a global Boussinesq solver. Preprint Series in 
Applied Mathematics1, Dept. of Mathematics, Uni-
versity of Oslo, Norway. URL: http://www.math.uio.
no/eprint/appl math/2008/01-08.html.

Solheim, A., K. Berg, C.F. Forsberg, and P. Bryn 
(2005): The Storegga Slide complex: repetitive 
large scale sliding with similar cause and develop-
ment. Marine and Petroleum Geology 22:97-107.

University of Cornell (2008): COMCOT source code 
and documentation available at http://ceeserver.cee.
cornell.edu/pll-group/comcot.htm (accessed 2009-
06-24).
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the protection provided by the directivity, the northern 
North Atlantic is in the shadow of the British Isles.

On the Irish coast, incident waves of amplitude so-
mewhat below 0.5 m are found for the Mw8.7 earth-
quake, Figure 7.  More detailed modelling of the near 
shore wave propagation may be worthwhile.  Our 
experience from the La Palma study (Løvholt et al., 
2008) is that a high resolution grid is required for de-
tailed modelling in this region. Beyond the Irish Sea 
to the northeast, the coastlines of the North Sea and 
the Norwegian Sea are not threatened by tsunamis 
generated off Portugal.

Extreme landslides at La Palma, Canary Islands, ca-
pable of producing devastating tsunamis are found 
unlikely (the probability should be lower than the an-
nual rate of 10-5 y-1 for large landslides in this regi-
on), and the resulting tsunamis will anyhow not pose 
any threat to the north of the British Isles (Løvholt et 
al., 2008).
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Fig. 7: Maximum surface elevation (m) for a Mw8.7 
earthquake off the Portuguese coast; close-up for 
France, Ireland, and Great Britain.
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Free Open Source Software GIS in DEWS
The project‘s selection of  Free and Open Source 
Software (FOSS) GIS tools enables the future-proo-
fing which is required for the underlying challenge: 
As the occurrence of the next major tsunami is unk-
nown, the longevity of  the integrated monitoring 
and warning systems is crucial.The RM itself is im-
plemented by using proven FOSS GIS technologies 
such as uDig and PostGIS. 

Geodata preprocessing with GRASS GIS
The DEWS RM FOSS GIS infrastructure requires the 
availability of significant amounts of geospatial data. 
The initial compilation and configuration of the requi-
red pool of geospatial data was done at the GeoFor-
schungsZentrum Potsdam (GFZ). 

GRASS Development with Eclipse/CDT in the Distant Early War-
ning System (DEWS) Project

Dr. Peter Löwe 

RapidEye AG, Molkenmarkt 30, 14476 Brandenburg, Germany, loewe@rapideye.de

Introduction
The Distant Early Warning System  (DEWS) Project 
provides a standard-based reference model (RM) for 
integrated tsunami early warning systems focussing 
on information logistics and dissemination aspects of 
the delivery of messages to end user groups.

DEWS provides upstream functions based on a multi 
sensor platform and on the downstream-side target 
group-oriented compilation of warning messages 
and multi channel dissemination.

A necissity to accomplish the task of regionalized 
warning message generation is the proactive bulk 
processing of large amounts of geodata and its  sub-
sequent management and provision as customised 
content for dissemination.

2004 Boxing Day Tsunami - Sri Lanka`s worst natural disaster

S. Weerawarnakula1, A.M.K.B. Abeysinghe2, N.P. Rathnayaka3

Moratuwa University, Dept. of Earth Resources Engineering, Katubedda, Moratuwa, Sri Lanka

1 sarath89@hotmail.com; 2 abeylk@yahoo.com; 3 nalinratnajake@gmail.com

The “Boxing Day Tsunami 2004” was the worst na-
tural disaster recorded in the Sri Lankan history. Sri 
Lanka is geographically located in a geologically sta-
ble zone of the earth’s crust. So disaster of this na-
ture was never expected.

Except the North–Western coastal zone all other 
coastal zones ware badly effected. Nearly 40000pe-
pole lost their lives and nearly 300000 peoples were 
homeless and badly effected.

With a tsunami lead time of over 2 hours from Nor-
thern Sumatra to Eastern coast of Sri Lanka and at 
least 30 minutes  from Eastern coast  of Sri Lanka to 
the Western part, why we could not save majority of 
our people’s life? A proper sensor platform together 
with a well co-ordinated Disaster Early Warning Sys-
tem is essential to solve these problems.

Fig. 1: Screenshot of the Eclipse IDE with the GRASS code trunk, the ANT configure-script wrap-
per and the GRASS splash screen of the application, which has just been built and invoked from 
within Eclipse.
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As a challenge, GRASS‘ custom build-mechanism 
had to be wrapped in ant-code to enable support du-
ring the software configuration. The final result is a 
GRASS GIS development environment capable to 
access, manage and compile the GRASS sourceco-
de via the IDE. This approach helps to optimize the 
overall development capacity as a critical resource.      
The immediate benefits are extended options for col-
laborative development and code refactoring. 	  

Summary
GRASS GIS was successfully used for the initial set-
up of the geospatial data repository in DEWS. Since 
project-related code adaptations became necessa-
ry, a general development environment was set up, 
based on the Eclipse IDE. 

This included the determination of potentially affec-
ted coastal communities by applying spatial buffers 
on all islands of the three nations covered by DEWS. 
For this, GRASS GIS was used by implementing the 
original data processing workflows. 

The decision to use GRASS GIS was caused by its 
scripting capabilities and the filesystem-based data 
processing and storage. This enables automated 
bulk processing of very large datasets which uses 
less RAM ressources than other software solutions.

DEWS-specific Software Enhancements
While GRASS GIS is a mature software project of 
over 20 years, some sourcecode-level improvements 
were required for the specific needs of DEWS, i.e. 
changes applied to the v.select module. It was not 
forseeable how many other GRASS modules would 
have also to be customised for DEWS. This reason 
led to the provision of an IDE-based platform-inde-
pendent GRASS-development environment to provi-
de suitable enhanced GRASS versions for bulk geo-
data processing on various platforms, preferably on 
different operating systems for all DEWS partners.

GRASS GIS / IDE - Integration
The Development for  platform independent customi-
sation of GRASS GIS was started by using the integ-
rated development environment (IDE) Eclipse in con-
junction with the C-Development Tool (CDT)-plugin. 
As Eclipse was already used for uDig development 
in DEWS, developers were familiar with this IDE. The 
reuse the same IDE for GRASS GIS development 
helped to save development ressources.

The Tsunami Service Bus, an integration platform for heterogene-
ous sensor systems
Rainer Häner1, Ulrich Kriegel2, Jochen Wächter1, Jens Fleischer1 and Stephan Herrnkind1

1 Centre for Geoinformation Technology (GeGit), GFZ German Research Centre for Geosciences,  
rainer.haener@gfz-potsdam.de

2 Department of Secure Business IT Infrastructures, Fraunhofer ISST, Berlin, Germany

The Sensor Integration Platform was developed to 
access sensor measurements and events as well as 
to task and control sensor system components in a 
uniform manner. Its core consists of the so called Ts-
unami Service Bus (TSB), built on top of a service 
and messaging backbone. The TSB realizes func-
tional integration compliant to a service-oriented ar-
chitecture pattern: Functionality is implemented in 
form of dedicated components communicating via 
a service infrastructure. These components provide 
their functionality in form of services via standardized 
and published interfaces which can be used to ac-
cess data maintained in - and functionality provided 
by dedicated components. Functional integration re-
places the tight coupling at data level by a depen-
dency on loosely coupled services. If the interfaces 
of the service providing components remain unchan-
ged, components can be maintained and evolved in-
dependently on each other and service functionality 
as a whole can be reused. The TSB provides four 
services that are realized in conformance to the Sen-
sor Web Enablement (SWE*), a standard specified 
by the Open Geospatial Consortium (OGC):

A Sensor Observation Service (SOS) to retrieve •	
sensor measurements (e.g. time series).

A Notification Service (TSB_NS) to provide any •	
notifications (e.g. sensor system state changes).

A Sensor Alert Service (TSB_SAS) to deliver •	
sensor alerts (e.g. earthquake events).

A  Sensor Planning Service (SPS) to task special •	
sensor features (e.g. filtering). 

 
Beyond services SWE specifies data encoding both 
to access sensor measurements and to describe the 
sensor itself in a comprehensive way:

Observations & Measurements (O&M)•	

Sensor Model Language (SensorML)•	

Because SWE-services define operations like “de-
scribeSensor” to access meta-information, data of 
new sensors could be provided dynamically without 
any change of service interfaces allowing the reali-
zation of dynamically configurable early warning sys-
tems.  

* SWE is an initiative of the Open Geospatial Con-
sortium, Inc. ® (OGC) [5]. It‘s an acronym for Sensor 
Web Enablement and defines standard interfaces to 
access sensor data via Web Services.

For further information see 

http://www.gitews.de

The Meteorological and Geophysical Agency of Indo-
nesia (BMG), see http://www.bmg.go.id

The National Coordinating Agency for Sur-
veys and Mapping (BAKOSURTANAL), see  
http://www.bakosurtanal.go.id

The Agency for the Assessment & Application of Tech-
nology (BPPT), see http://www.bppt.go.id

Open Geospatial Consortium, Inc.® (OGC), see http://
www.opengeospatial.org

The open source application server JBoss, see  
http://www.jboss.org

Java Enterprise Edition, see http://java.sun.com/javaee

KBSt - Federal Government Co-ordination and Advi-
sory Agency, see http://www.kbst.bund.de

Business Process Execution Language, see  
http://www.oasis-open.org/committees/wsbpel
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PACT – a bottom pressure based, compact deep-ocean tsuname-
ter with acoustic surface coupling  

A. Macrander1, V. Gouretski1*, O. Boebel1
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* now at Institut für Meereskunde, Bundesstr. 53,  D-20146 Hamburg, Germany 

The German-Indonesian Tsunami Early Warning 
System (GITEWS) is currently established to mini-
mize the risks of disastrous events such as the De-
cember 26, 2004 Indian Ocean tsunami. To maxi-
mize alerting periods, to avoid false alarms and to 
accurately predict tsunami wave heights, real-time 
observations of ocean bottom pressure are required 
from the deep ocean. To this end, the PACT system 
(Pressure Acoustic Coupled Tsunameter) was deve-
loped. PACT’s bottom unit combines a highly-sensi-
tive pressure sensor, a data processing unit for auto-
matic tsunami detection, and an acoustic modem in 
a single, robust housing. The data are transferred via 
a bidirectional acoustic link to PACT’s surface unit, 
which is mounted to a surface buoy (not part of the 
PACT system), allowing also remote activation of the 
tsunami mode in case a wave is expected from e.g. 
seismic data. The PACT system has successfully 
passed extensive laboratory and at-sea tests. The 
first deployments off Indonesia as part of GITEWS 
are scheduled for April 2009.

Natural Hazard Preparedness
Kriengkrai Khovadhana

National Disaster Warning Center, Thailand

Fig.1: Tsunami Detector
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